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#### Abstract

It is well-known that there are many types of differential equations and each type has its own applications and solution, one of these types known as neutral delay linear differential equations. This type of equations has solutions divided into three shapes: oscillatory, almost oscillatory, and nonoscillatory solutions. And to decide whether the solution is oscillatory or nonoscillatory, we have some necessary and sufficient conditions that must satisfied.

In this thesis, we study the oscillation of nontrivial real valued solutions $y(t)$ to the third order linear neutral delay differential equations of the form $$
\begin{align*} & \frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))\right)\right)+f(t) y(t-\sigma)=0  \tag{1N1-A}\\ & \frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))\right)\right)+f(t) y(\sigma(t))=0  \tag{1N1-B}\\ & \frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}((y(t)+p(t) y(\tau(t))))\right)+f(t) y(\sigma(t))=0  \tag{1N2-B}\\ & \frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))\right)+f(t) y(t-\sigma)=0 \tag{2N1-A} \end{align*}
$$


$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))\right)+f(t) y(\sigma(t))=0 \tag{2N1-B}
\end{equation*}
$$

where

```
\(p(t), f(t) \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right), f(t) \geq 0, r_{1}(t), r_{2}(t), r(t) \in C^{1}\left(\left[t_{0}, \infty\right), \mathbb{R}^{+}\right)\)
and \(\tau, \sigma \in[0, t)\).
```

The purpose of this thesis is to examine sufficient conditions established so that every solution to equations $(1 N 1-A),(1 N 1-B),(2 N 1-A),(2 N 1-B)$, $(1 N 2-A),(1 N 2-B)$ is either oscillatory or converge to zero. In particular, we extend the results that obtained in K.V.V. Seshagiri Rao to the equation $\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}((y(t)+p(t) y(t-\tau)))\right)+f(t) y(t-\sigma)=0 \quad(1 N 2-A)$ and follow the similar steps that used specially in Tongxing Li in studying equation $(1 N 1-B)$ to examine oscillatory properties that presented for the equation $(1 N 1-A)$ when the function $r_{1}(t)=1$. These criteria improve and complement those results in the literature. Moreover, we give the proof of the comparison lemma that appear in Seshagiri Rao, and some illustrating examples.

## Introduction

Many important and significant problems in engineering, physical sciences, and social sciences when formulated in mathematical terms, require the determination of a function satisfying an equation that has one or more derivatives of an unknown function, which may be a function of time $t$. Such equations are called differential equations. Newton's second law of motion

$$
\begin{equation*}
m \frac{d^{2} u(t)}{d t^{2}}=F\left(t, u(t), \frac{d u(t)}{d t}\right) \tag{1}
\end{equation*}
$$

for the position $u(t)$ of the particle acted on a force F is a good example, the position $u(t)$, and the velocity $\frac{d u(t)}{d t}$.

If the differential equation of the form

$$
\begin{gather*}
F\left(t, y(t), y^{\prime}(t), y^{\prime \prime}(t), \ldots, y^{(n)}(t)\right)=0  \tag{2}\\
y^{(n)}(t)=f\left(t, y(t), y^{\prime}(t), y^{\prime \prime}(t), \ldots, y^{(n-1)}(t)\right) \tag{3}
\end{gather*}
$$

$n \in \mathbb{N}$ is called $n t h$ order differential equation, where only the function $y(t)$ and its derivatives are used in determining if the differential equation is linear, see [31].

A solution of equation (3) on the interval $(\alpha, \beta)$ is a function $\emptyset$ such that $\emptyset^{\prime}(t), \emptyset^{\prime \prime}(t), \ldots, \emptyset^{(n-1)}(t)$ exist and satisfy
$\emptyset^{(n)}(t)=f\left(t, \varnothing(t), \varnothing^{\prime}(t), \varnothing^{\prime \prime}(t), \ldots, \emptyset^{(n-1)}(t)\right)$ for every $t \in(\alpha, \beta)$.
We will assume that the function $f$ is real valued function and we are interested in obtaining real valued solutions $y=\varnothing(t)$ in our work. Now, if the solution $y=\emptyset(t)$ has arbitrary large zeros on interval $\left(t_{x}, \infty\right)$ then this solution is said to be oscillatory ; Otherwise, it is said to be nonoscillatory. If all solutions are oscillatory or converge to zero asymptotically then the differential equation is said to be almost oscillatory.

A type of differential equation in which the derivative of the unknown function at certain time $(t)$ is given in terms of the values of the function at previous times $(t-\tau)$ are called delay equations. It is also called time-delay-systems, equation with deviating argument. The simplest constant delay has the form

$$
\begin{equation*}
y^{\prime}(t)=f\left(t, y(t), y\left(t-\tau_{1}\right), y\left(t-\tau_{2}\right), \ldots, y\left(t-\tau_{n}\right)\right) \tag{4}
\end{equation*}
$$

where the delays (lags) $\tau_{j}$ 's are positive constants. More generally, state dependent delays may depend on the solution that is $\tau_{j}=\tau_{j}(t, y(t))$. Oscillation problems for first order ordinary differential equation with deviating arguments are interesting from a theoretical as well as the practical point of view. In fact, Bernoulli (1728), while studying the problem of sound in a tube with finite size, investigated the properties of solutions of first order ordinary differential equation with deviating argument, this was the first work in this area. Myskis investigated several oscillation problems of this type of equations, see [7].

Now a differential equation in which the highest order derivative of the unknown function appears both with and without delays is called Neutral Delay

Differential Equation (NDDE). Concerning existence, uniqueness and continuous dependence for (NDDE), we refer to Driver [25, 26].

There has been great interest in studying the oscillatory behavior of differential equations, since there are many types of them not easy to solve and has many applications, see $[7,9,10,16,18]$ and the references cited therein. In fact oscillation theory of neutral delay differential equations has grown rapidly and has many interesting applications from the real world in many fields. Delay differential equations are important class of dynamical systems, so they often arise in either natural or technological control problems. In these systems, a controller monitors the state of the system, and makes adjustments to the system
based on its observations. Since these adjustments can never be made instantaneously, a delay arises between the observation and the control action. They also have applications to electric networks containing lossless transmission lines. Such networks appear in high speed computers where lossless transmission lines are used to interconnect switching circuits. They also occur in problems dealing with vibrating masses attached to elastic bar and in some variational problems, see $[12,22,28]$. In addition to that, they now occupy a place of central importance in the biological applications since they give a better description of fluctuations, in population dynamics and epidemiology, see $[1,8,21,23]$ for more applications. Lastly, they appear in dynamical economics as a delay differential equation models of cyclic economic behavior, and it is now known that a broad spectrum of dynamic behaviors can be found in nonlinear delay differential equations, see Saari [5], Mackey [17], Franke [27], and the references cited therein. In the last forty years, there has been many researches that study the oscillatory behavior of linear neutral delay differential equations of the form:

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}(y(t)+p(t) y(t-\tau))+f(t) y(t-\sigma)=0 \tag{5}
\end{equation*}
$$

where $n \in \mathbb{N}, t-\tau \leq t, t-\sigma \leq t$, see [6]. For $\mathrm{n}=1$, equation (5) has been studied by Ladas and Sficas [6], Grammatikopoulos, Grove Ladas [19], and Zhang, Wang[32], in these papers they established conditions for the oscillation of all solutions of first order linear neutral delay differential equations. For $n=2$ equation (5) has been studied by M. K. Grammatikopoulos, Grove Ladas and A. Meimaridou[20] and Philo[4], Dzurina , and Stavroulakis [11], Agarwal Shieh and Yeh [29], Seshagiri Rao and Sai Kumar [14] in these papers they established conditions for the oscillation of all solutions of second order linear neutral delay
differential equations. For $\mathrm{n}=3$, third order linear neutral delay differential equations have received less attention compared to first and second order. This research concerned with third order linear neutral delay differential equations of the form:

$$
\begin{aligned}
& \frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))\right)\right)+f(t) y(t-\sigma)=0 \quad(1 N 1-A) \\
& \frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))\right)\right)+f(t) y(\sigma(t))=0 \quad(1 N 1-B)
\end{aligned}
$$

Some researches study equations $(1 N 1-A)$ and $(1 N 1-B)$ when $p(\mathrm{t})=0$ and $r_{1}(t)=1$, for that we mention the works of Cemil [3], Erbe [15], and Paul [24]. And for $p(t) \neq 0$ equation ( $1 N 1-A$ ) was studied by Seshagiri Rao and Sai Kumar [13], and references therein. For $p(t) \neq 0$. Equation $(1 N 1-B)$ was studied by Tongxing Li, Chenghui Zhang, and Guojing Xing, see [30] and references cited therein.

From now, by solution of equations $(1 N 1-A)$ and $(1 N 1-B)$ we mean a nontrivial function $y(t) \in C\left(\left[t_{y}, \infty\right)\right)$, where $t_{y} \geq t_{0}$ which satisfies $(1 N 1-A)$ and $(1 N 1-B)$ on $\left[t_{y}, \infty\right)$. We consider only those solutions of $y(t)$ of $(1 N 1-A)$ and $(1 N 1-B)$ which satisfy $\sup \{|y(t)|: t \geq T\}>0$ for all $T \geq t_{y}$ of $(1 N 1-A)$ and $(1 N 1-B)$ possesses such solution. Also when we write a functional inequality, it will be assumed to hold for sufficiently large $t$ in our subsequent discussion.

The purpose of this research is to examine oscillatory behavior of third order linear neutral delay differential equations $(1 N 1-A)$ and $(1 N 1-B)$ and to
establish some sufficient conditions which ensure that any solution of this type of equations are oscillate or converge to zero. We give examples to illustrate the main results.

This thesis consists of four chapters:

Chapter One: is devoted to introduce basic definitions lemmas and
theorems needed in our proofs.

Chapter Two: is devoted to discuss the conditions that guarantee oscillation of every solution of third order linear neutral delay differential equation of the form
$\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}((y(t)+p(t) y(t-\tau)))\right)+f(t) y(t-\sigma)=0 \quad(1 N 2-A)$
$\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}((y(t)+p(t) y(\tau(t))))\right)+f(t) y(\sigma(t))=0 \quad(1 N 2-B)$

Chapter Three: is devoted to discuss the main result and the conditions that guarantee oscillation of every solution of third order linear neutral delay differential equation of the form

$$
\begin{align*}
& \frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))+f(t) y(t-\sigma)=0\right.  \tag{2N1-A}\\
& \frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))+f(t) y(\sigma(t))=0\right. \tag{2N1-B}
\end{align*}
$$

Chapter Four: is devoted to answer the problem that appear in the summary of Seshagiri Rao and Sai Kumar[13], and to give conditions guarantee oscillatory of equation $(1 N 1-A)$ and generalize it to the equations of the form $(1 N 1-B)$.

## Chapter One

## Preliminaries

This chapter contains some basic inequalities definitions and results which are essential for the proofs and studying the main results of this research.

### 1.1 Some Basic Lemmas and Theorems

## Lemma 1.1.1 [13]

Let $u, v, x \in \mathbb{R}$ then $v x-u x^{2} \leq \frac{1}{4} \frac{v^{2}}{u}, u>0$.

## Proof :

It is clear that if $u, v, x$ in $\mathbb{R}$ then $(v-2 u x)^{2} \geq 0$
which implies $v^{2}-4 v u x+4 u^{2} x^{2} \geq 0$,
so $\quad v^{2} \geq 4 v u x-4 u^{2} x^{2}$,
dividing by $4 u$, we get
$v x-u x^{2} \leq \frac{1}{4} \frac{v^{2}}{u}$. The proof is complete.

## Lemma 1.1.2: [13]

Suppose $x(t)$ is twice continuously differentiable real valued function on the Interval $\left[t_{0}, \infty\right)$ such that $x(t)>0, x^{\prime}(t) \geq 0, x^{\prime \prime}(t) \leq 0$ on $\left[t_{1}, \infty\right)$ for some $t_{1} \geq t_{0}$ and $\sigma>0$, then for each $K$ with $0<K<1$, there exists $t_{2} \geq t_{1}$
such that

$$
\begin{equation*}
\frac{x(t-\sigma)}{x(t)} \geq K \frac{(t-\sigma)}{t}, \quad t \geq t_{2} \tag{1.1.1}
\end{equation*}
$$

## Proof:

Let $x:[t-\sigma, t] \rightarrow R, \sigma>0$. Given the function $x(t)$ is continuous on the interval $[t-\sigma, t] \subset\left[t_{0}, \infty\right)$ and differentiable on the interval $(t-\sigma, t)$ so $x(t)$ satisfies Lagrange's Mean Value Theorem. And so, there exists $\xi \in(t-\sigma, t)$ such that

$$
\begin{equation*}
\frac{x(t)-x(t-\sigma)}{t-(t-\sigma)}=x^{\prime}(\xi) \tag{1.1.2}
\end{equation*}
$$

But $x^{\prime}(t)>0$ and $x^{\prime \prime}(t) \leq 0$ for each $t_{1}>t_{0}$, so for $t>\xi>t-\sigma$, we have
$0 \leq x^{\prime}(t) \leq x^{\prime}(\xi) \leq x^{\prime}(t-\sigma)$.

Using $x^{\prime}(\xi)<x^{\prime}(t-\sigma)$ and equation (1.2.2), we have

$$
\frac{x(t)-x(t-\sigma)}{t-(t-\sigma)} \leq x^{\prime}(t-\sigma)
$$

so

$$
x(t)-x(t-\sigma) \leq x^{\prime}(t-\sigma)(t-(t-\sigma))
$$

so

$$
x(t) \leq x(t-\sigma)+x^{\prime}(t-\sigma)(t-(t-\sigma)),
$$

hence

$$
\begin{equation*}
\frac{x(t)}{x(t-\sigma)} \leq 1+\frac{x^{\prime}(t-\sigma)}{x(t-\sigma)}(t-(t-\sigma)) \tag{1.1.3}
\end{equation*}
$$

Once again, applying Lagrange's Mean Value Theorem on $x(t)$ on the interval $\left[t_{1}, t-\sigma\right] \subset\left[t_{0}, \infty\right)$ for $t-\sigma>t_{1}>t_{0}$, so there exists $\eta \in\left(t_{1}, t-\sigma\right)$ where

$$
\begin{equation*}
\frac{x(t-\sigma)-x\left(t_{1}\right)}{(t-\sigma)-t_{1}}=x^{\prime}(\eta) \tag{1.1.4}
\end{equation*}
$$

But $x^{\prime}(t)$ is non increasing, therefore

$$
t-\sigma>\eta>t_{1}=>0<x^{\prime}(t-\sigma) \leq x^{\prime}(\eta) \leq x^{\prime}\left(t_{1}\right) .
$$

Using $x^{\prime}(\eta) \geq x^{\prime}(t-\sigma)$ and equation (1.2.4), this implies

$$
\frac{x(t-\sigma)-x\left(t_{1}\right)}{(t-\sigma)-t_{1}} \geq x^{\prime}(t-\sigma)
$$

hence

$$
\begin{equation*}
x(t-\sigma)-x\left(t_{1}\right) \geq x^{\prime}(t-\sigma)\left((t-\sigma)-t_{1}\right) \tag{1.1.5}
\end{equation*}
$$

Since $x\left(t_{1}\right)>0$, we get

$$
x(t-\sigma) \geq x^{\prime}(t-\sigma)\left((t-\sigma)-t_{1}\right)
$$

and since $x^{\prime}(t-\sigma)>0$, we have

$$
\begin{gathered}
\frac{x(t-\sigma)}{x^{\prime}(t-\sigma)} \geq(t-\sigma)-t_{1} \\
\frac{x(t-\sigma)}{x^{\prime}(t-\sigma)} \geq\left(1-\frac{t_{1}}{(t-\sigma)}\right)(t-\sigma)
\end{gathered}
$$

Take any $t_{2} \leq t$ such that $t_{1} \leq t_{2}-\sigma \leq t-\sigma$, this implies

$$
1 \geq \frac{t_{1}}{t_{2}-\sigma} \geq \frac{t_{1}}{t-\sigma}>0
$$

hence

$$
0<1-\frac{t_{1}}{t_{2}-\sigma}<1
$$

So if given constant $K \in(0,1)$, then we can find $t_{2}-\sigma \geq t_{1}, \sigma>0$, or $t_{2} \geq t_{1}+\sigma$ such that

$$
K=1-\frac{t_{1}}{\left(t_{2}-\sigma\right)} \quad \text { and } \frac{x(t-\sigma)}{x^{\prime}(t-\sigma)} \geq \mathrm{K}(t-\sigma) \text { for } t \geq t_{2} .
$$

From (1.1.3) and for every $t \geq t_{2}$, we have

$$
\frac{x(t)}{x(t-\sigma)} \leq 1+\frac{x^{\prime}(t-\sigma)}{x(t-\sigma)}(t-(t-\sigma))
$$

or

$$
\begin{gathered}
\frac{x(t)}{x(t-\sigma)} \leq 1+\frac{1}{\frac{x(t-\sigma)}{x^{\prime}(t-\sigma)}}(t-(t-\sigma)) \\
\frac{x(t)}{x(t-\sigma)} \leq 1+\frac{1}{K(t-\sigma)}(t-(t-\sigma)) \\
\frac{x(t)}{x(t-\sigma)} \leq 1+\frac{t}{K(t-\sigma)}-\frac{(t-\sigma)}{K(t-\sigma)}=1+\frac{t}{K(t-\sigma)}-\frac{1}{K}=\frac{t}{K(t-\sigma)}-\left(\frac{1}{K}-1\right),
\end{gathered}
$$

or

$$
\frac{x(t)}{x(t-\sigma)} \leq \frac{t}{K(t-\sigma)}-\left(\frac{1-K}{K}\right)
$$

But $0<K<1$, so $\frac{1-K}{K}>0$, hence

$$
\frac{x(t)}{x(t-\sigma)} \leq \frac{t}{K(t-\sigma)}
$$

but $x(t)$ and $x(t-\sigma)$ are positives, hence

$$
\frac{x(t-\sigma)}{x(t)} \geq K \frac{(t-\sigma)}{t}
$$

And this completes the proof.

Lemma 1.1.3 : Error! Reference source not found.

Assume that $x(t)>0, x^{\prime}(t) \geq 0, x^{\prime \prime}(t) \leq 0$ on $\left(t_{0}, \infty\right)$, then for each $k \in(0,1)$ there exists a $t_{k} \geq t_{0}$ such that

$$
\frac{x(\sigma(t))}{x(t)} \geq k \frac{\sigma(t)}{t} \text { for } t \geq t_{k}, \sigma(t) \leq t
$$

## Proof:

The proof is the same as the proof of lemma 1.2.2. See lemma 3 in [1].

## Lemma 1.1.4:[13]

Let $z(t)=y(t)+p(t) y(t-\tau)$ where $z(t)$ is three contiuously differentiable real valued function on $\left[t_{0}, \infty\right)$ and suppose that $z(t)>0, z^{\prime}(t)>0, z^{\prime \prime}(t)>0$ and $z^{\prime \prime \prime}(t)<0$ on $\left[t_{1}, \infty\right)$ for some $t_{1} \geq t_{0}$. Then there exists $t_{2} \geq t_{1}$ such that $z(t) \geq \frac{1}{2} M t z^{\prime}(t), t \geq t_{2}$, for each $M ; 0<M<1$.

## Proof:

Define a function $H(t)$ for $t \geq t_{2} \geq t_{1}$ as

$$
\begin{equation*}
H(t)=\left(t-t_{2}\right) z(t)-\frac{M\left(t-t_{2}\right)^{2}}{2} z^{\prime}(t) . \tag{1.1.6}
\end{equation*}
$$

It is clear that $H\left(t_{2}\right)=0$ and $H(t)$ is a differentiable function, so

$$
\begin{gather*}
H^{\prime}(t)=\left(t-t_{2}\right) z^{\prime}(t)+z(t)-\left\{\frac{M}{2} \cdot 2\left(t-t_{2}\right) z^{\prime}(t)+\frac{M}{2}\left(t-t_{2}\right)^{2} z^{\prime \prime}(t)\right\} . \\
H^{\prime}(t)=z(t)+\left(t-t_{2}\right)(1-M) z^{\prime}(t)-\frac{M}{2}\left(t-t_{2}\right)^{2} z^{\prime \prime}(t) . \tag{1.1.7}
\end{gather*}
$$

Now we need to prove that $H^{\prime}(t)>0$ and $H(t)>0$

Using Taylor's Theorem and $z^{\prime \prime}(t)$ is nonincreasing function, we have

$$
z(t) \geq z\left(t_{2}\right)+\left(t-t_{2}\right) z^{\prime}\left(t_{2}\right)+\frac{\left(t-t_{2}\right)^{2}}{2} z^{\prime \prime}(t)
$$

and substituting it in equation (1.1.7), we get

$$
\begin{gather*}
H^{\prime}(t) \geq z\left(t_{2}\right)+\left(t-t_{2}\right) z^{\prime}\left(t_{2}\right)+\frac{\left(t-t_{2}\right)^{2}}{2} z^{\prime \prime}(t)+\left(t-t_{2}\right)(1-M) z^{\prime}(t)-\frac{M}{2}\left(t-t_{2}\right)^{2} z^{\prime \prime}(t) \\
H^{\prime}(t) \geq z\left(t_{2}\right)+\left(t-t_{2}\right) z^{\prime}\left(t_{2}\right)+\left(t-t_{2}\right)(1-M) z^{\prime}(t)+\left(\frac{1-M}{2}\right)\left(t-t_{2}\right)^{2} z^{\prime \prime}(t) \tag{1.1.8}
\end{gather*}
$$

All terms on the right side in (1.2.8) are positive terms, hence $H^{\prime}(t)>0$.

So for

$$
t>t_{2} \Rightarrow H(t)>H\left(t_{2}\right)=0
$$

hence

$$
H(t)>0 \text { for all } t \in\left[t_{0}, \infty\right)
$$

So

$$
\left(t-t_{2}\right) z(t)-\frac{M\left(t-t_{2}\right)^{2}}{2} z^{\prime}(t)>0 \quad \text { for all } t>t_{2} .
$$

Hence

$$
\left(t-t_{2}\right) z(t)>\frac{M\left(t-t_{2}\right)^{2}}{2} z^{\prime}(t) .
$$

So

$$
\frac{z(t)}{z^{\prime}(t)}>\frac{M\left(t-t_{2}\right)}{2},
$$

which gives

$$
\frac{z(t)}{z^{\prime}(t)} \geq \frac{M t}{2}-\frac{M t_{2}}{2}
$$

since $0<M<1$ and $t_{2}>t_{0}>0$, we have

$$
\frac{z(t)}{z^{\prime}(t)} \geq \frac{M t}{2}
$$

hence

$$
z(t) \geq \frac{1}{2} M t z^{\prime}(t), \text { for all } t \geq t_{2}
$$

This completes the proof.

### 1.2 Some Basic Definitions:

Here are some basic definitions that needed later in our literature.

## Definition 1.2.1:[1]

A delay differential equation is an ordinary differential equation where the
derivative at any time $t$ depends on the solution at prior times, where the time delays (lags) are positive quantities.

For example:
$y^{\prime}(t)=f\left(t, y(t), y\left(t-\tau_{1}\right), y\left(t-\tau_{2}\right), \ldots, y\left(t-\tau_{k}\right)\right), \tau_{j}>0 \forall j=1,2,3, \ldots k$
is the general form of the simplest constant delay equations.

## Definition 1.2.2: [13]

A solution of a delay differential equation is called oscillatory if it has arbitrarily large zeros on the interval $\left[t_{y}, \infty\right)$; otherwise it is called nonoscillatory.

This definition means that a solution $y(t)$ of a delay differential equation is oscillatory if and only if there is a sequence $\left\{t_{i}\right\}_{i=1}^{\infty}$ such that $t_{i} \rightarrow \infty$ as $i \rightarrow \infty$ and $y\left(t_{i}\right)=0$ for all ( $i=1,2,3, \ldots$ ), and nonoscillatory if and only if $y(t) \neq 0$ for all large $t$.

Definition 1.2.3: [30]

A solution of a delay differential equation is called almost oscillatory if it has arbitrarily large zeros or converge to zero asymptotically on the interval $\left[t_{y}, \infty\right)$.

## Definition 1.2.4:[13]

A delay differential equation is said to be oscillatory if all its solutions are oscillate and nonoscillatory if at least one of its solutions is nonoscillate.

## Definition 1.2.5: [26]

A differential equation in which the highest order derivatives of the unknown function appears both with and without delays is called neutral delay differential equation .

For example, the following differential equations:

$$
\begin{gather*}
(y(t)+p(t) y(\tau(t)))^{\prime}+f(t) y(\sigma(t))=0,  \tag{1.2.1}\\
\left(a(t)(y(t)+p(t) y(\tau(t)))^{\prime}\right)^{\prime}+f(t) y(\sigma(t))=0,  \tag{1.2.2}\\
{\left[a(t)\left(b(t)(y(t)+p(t) y(\tau(t)))^{\prime}\right)^{\prime}\right]^{\prime}+f(t) y(\sigma(t))=0,}  \tag{1.2.3}\\
\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}(y(t)+p(t) y(\tau(t)))+f(t) y(\sigma(t))=0,\right. \tag{1.2.4}
\end{gather*}
$$

where $0<p(t)<1$ and $0 \leq \tau(t) \leq t, 0 \leq \sigma(t) \leq t$, are neutral delay differential equations.

## Chapter Two

## Oscillation of Solution of the Equation of the Form

$(1 N 2-A)$ and $(1 N 2-B)$

### 2.1 Introduction:

We shall consider in this chapter the two forms of a third order linear neutral delay differential equations
$(1 N 2-A): \quad \frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}(y(t)+p(t) y(t-\tau))+f(t) y(t-\sigma)=0\right.$
and
$(1 N 2-B): \quad \frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}(y(t)+p(t) y(\tau(t)))+f(t) y(\sigma(t))=0\right.$
K.V.V.Seshagiri Rao [13] has discussed the first form $(1 N 2-A)$ and established sufficient conditions for oscillation of solutions of this type of linear neutral delay differential equations when
$p(t), f(t) \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ and $f(t) \geq 0, r(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$

$$
r^{\prime}(t) \geq 0 \text { and } \int_{t_{0}}^{\infty} \frac{1}{r(s)} d s=\infty
$$

### 2.2 Oscillation Conditions of the Solution of the Equation ( $1 \mathrm{~N} 2-\mathrm{A}$ )

Theorem 2.2.1: [13]

Assume that :
$\left(H_{1}\right): r(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right), r^{\prime}(t) \geq 0$ for $t \geq t_{0}$.
$\left(H_{2}\right): p(t) \in C\left(\left[t_{0}, \infty\right), R\right)$, where $0 \leq p(t) \leq p<1$ and $p$ is constant.
$\left(H_{3}\right): f(t) \in C\left(\left[t_{0}, \infty\right),[0, \infty)\right)$
$\left(H_{4}\right)$ : There exists a positive decreasing function $q(t)$ such that $f(t) \geq q(t)$
for $t \in\left[t_{0}, \infty\right) .\left(\right.$ or $\left.q(t)>0, q^{\prime}(t)<0, q(t) \leq f(t) \forall t \geq t_{0}\right)$
$\left(H_{5}\right): \int_{t_{0}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u d v=\infty$,
$\left(H_{6}\right): \lim _{t \rightarrow \infty} \sup \int_{t_{1}}^{t}\left[2 q(s)(1-p(s-\sigma)) K M(s-\sigma)^{2}-\frac{r(s)}{s}\right] d s=\infty$,
for some $K, M \in(0,1)$ for sufficiently large $t_{1} \geq t_{0}$.
$\left(H_{7}\right): \lim _{t \rightarrow \infty} \sup \int_{t_{2}}^{t}\left[2 q(s)(1-p(s-\sigma)) K M \frac{(s-\sigma)^{2}}{S}-\frac{1}{R(s) r(s)}\right] d s=\infty$,
hold for some $K, M \in(0,1)$ for sufficiently large $t_{2} \geq t_{0}$, where

$$
R(t)=\int_{t}^{\infty} \frac{1}{r(s)} d s
$$

then equation $(1 N 2-A)$ is almost oscillatory.

## Proof :

Let $z(t)=y(t)+p(t) y(t-\tau)$.

Suppose that equation $(1 N 2-A)$ has a nonoscillatory solution $y(t)$.

Without loss of generality suppose that $y(t)$ is positive solution of equation $(1 N 2-A)$, that is $y(t)>0$. Then there exist three possible cases for $z(t)$
(I) $z(t)>0, z^{\prime}(t)<0, z^{\prime \prime}(t)>0, z^{\prime \prime \prime}(t) \leq 0$,
(II) $z(t)>0, z^{\prime}(t)>0, z^{\prime \prime}(t)>0, z^{\prime \prime \prime}(t) \leq 0$,
$(I I I) z(t)>0, z^{\prime}(t)>0, z^{\prime \prime}(t)<0,\left(r(t)\left(z^{\prime \prime}(t)\right)\right)^{\prime} \leq 0$, for $t \geq t_{1} \geq t_{0}$

Case I: $z(t)>0, z^{\prime}(t)<0, z^{\prime \prime}(t)>0, z^{\prime \prime \prime}(t) \leq 0$,

Since $z(t)$ is a positive decreasing function, there exists finite limit
$\lim _{t \rightarrow \infty} z(t)=k$. We shall prove that $k=0$.

Assume that $k>0$. Then for any $\varepsilon>0$, there is $t_{2} \geq t_{1}$ such that

$$
\begin{equation*}
k+\varepsilon>z(t)>k, \text { for } t \geq t_{2} . \tag{2.2.2}
\end{equation*}
$$

We have $k>0$ and $1>p>0$, this implies $k>k p>0$,
so

$$
k-k p>0,
$$

hence

$$
\frac{k(1-p)}{p}>0
$$

so we can choose $0<\varepsilon<\frac{k(1-p)}{p}$ and adding $k$, we get
$k<k+\varepsilon<k+\frac{k(1-p)}{p} \Rightarrow p k<p(k+\varepsilon)<k$

From equation (2.2.1), we have

$$
\begin{equation*}
y(t)=z(t)-p(t) y(t-\tau) \tag{2.2.3}
\end{equation*}
$$

but $z(t)>k>0$ which implies $y(t)>k-p(t) y(t-\tau)$.

Since $z(t)>y(t)>0 \Rightarrow z(t-\tau)>y(t-\tau)$,
hence

$$
k-p(t) y(t-\tau)>k-p(t) z(t-\tau),
$$

which implies from equation (2.2.3)

$$
y(t)>k-p(t) z(t-\tau)
$$

but

$$
k+\varepsilon>z(t)>z(t-\tau)
$$

so

$$
p(k+\varepsilon)>p z(t-\tau)
$$

hence

$$
y(t)>k-p(k+\varepsilon) \Rightarrow y(t)>\frac{k-p(k+\varepsilon)}{(k+\varepsilon)}(k+\varepsilon) .
$$

Letting

$$
m=\frac{k-p(k+\varepsilon)}{(k+\varepsilon)}
$$

this implies

$$
y(t)>m(k+\varepsilon)
$$

and using equation (2.2.2), we get

$$
\begin{equation*}
y(t)>m z(t) . \tag{2.2.4}
\end{equation*}
$$

Now from equation $(1 N 2-A)$, we have

$$
\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}(y(t)+p(t) y(t-\tau))\right)=-f(t) y(t-\sigma)
$$

so

$$
\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}} z(t)\right)=-f(t) y(t-\sigma)
$$

but from equation (2.2.4), we have $y(t)>m z(t)$ and $f(t)>0$, hence

$$
f(t) y(t-\sigma) \geq f(t) m z(t-\sigma)
$$

hence

$$
-f(t) y(t-\sigma) \leq-f(t) m z(t-\sigma)
$$

hence

$$
\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \leq-f(t) m z(t-\sigma)
$$

$$
-\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \geq f(t) m z(t-\sigma)
$$

Integrating the last inequality from $t$ to $\infty$, we get

$$
\begin{gathered}
-\int_{t}^{\infty}\left(r(s) z^{\prime \prime}(s)\right)^{\prime} d s \geq m \int_{t}^{\infty} f(s) z(s-\sigma) d s \\
\left.-r(s) z^{\prime \prime}(s)\right]_{t}^{\infty} \geq m \int_{t}^{\infty} f(s) z(s-\sigma) d s \\
-\left(\lim _{\lambda \rightarrow \infty} r(\lambda) z^{\prime \prime}(\lambda)-r(t) z^{\prime \prime}(t)\right) \geq m \int_{t}^{\infty} f(s) z(s-\sigma) d s, \\
r(t) z^{\prime \prime}(t) \geq \lim _{\lambda \rightarrow \infty} r(\lambda) z^{\prime \prime}(\lambda)+m \int_{t}^{\infty} f(s) z(s-\sigma) d s .
\end{gathered}
$$

But $z^{\prime \prime}(t)$ positive decreasing function and $0<r(t)<\infty$, so $\lim _{\lambda \rightarrow \infty} r(\lambda) z^{\prime \prime}(\lambda)>0$,
hence

$$
r(t) z^{\prime \prime}(t) \geq m \int_{t}^{\infty} f(s) z(s-\sigma) d s
$$

Using the fact that $z(t-\sigma) \geq k$, we obtain

$$
r(t) z^{\prime \prime}(t) \geq m \int_{t}^{\infty} f(s) k d s
$$

hence

$$
r(t) z^{\prime \prime}(t) \geq m k \int_{t}^{\infty} f(s) d s
$$

dividing both sides by $r(t)>0$, we get

$$
z^{\prime \prime}(t) \geq m k\left(\frac{1}{r(t)} \int_{t}^{\infty} f(s) d s\right)
$$

and integrating the last inequality from $t$ to $\infty$, we get

$$
\begin{gathered}
\int_{t}^{\infty} z^{\prime \prime}(s) d s \geq m k \int_{t}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u \\
\left.z^{\prime}(s)\right]_{t}^{\infty} \geq m k \int_{t}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u \\
\lim _{\lambda \rightarrow \infty} z^{\prime}(\lambda)-z^{\prime}(t) \geq m k \int_{t}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u \\
-z^{\prime}(t) \geq-\lim _{\lambda \rightarrow \infty} z^{\prime}(\lambda)+m k \int_{t}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u
\end{gathered}
$$

but $z^{\prime}(t)$ negative increasing function, so $-\lim _{\lambda \rightarrow \infty} z^{\prime}(\lambda)>0$ and we obtain

$$
-z^{\prime}(t) \geq m k \int_{t}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u
$$

Integrating this inequality from $t_{1}$ to $\infty$, we get

$$
\begin{gathered}
-\int_{t_{1}}^{\infty} z^{\prime}(t) d t \geq m k \int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u d v \\
-z(t)]_{t_{1}}^{\infty} \geq m k \int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u d v \\
-\left(\lim _{\lambda \rightarrow \infty} z(\lambda)-z\left(t_{1}\right)\right) \geq m k \int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u d v, \\
z\left(t_{1}\right) \geq \lim _{\lambda \rightarrow \infty} z(\lambda)+m k \int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u d v,
\end{gathered}
$$

but $z(t)$ positive decreasing function, so

$$
z\left(t_{1}\right) \geq m k \int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u d v
$$

dividing by $m k>0$, we obtain

$$
\int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{r(u)} \int_{u}^{\infty} f(s) d s\right] d u d v \leq \frac{z\left(t_{1}\right)}{m k}<\infty
$$

This contradicts $\left(H_{5}\right)$, so we must have $k=0$.

But $0 \leq y(t) \leq z(t)$, so

$$
\lim _{t \rightarrow \infty} 0 \leq \lim _{t \rightarrow \infty} y(t) \leq \lim _{t \rightarrow \infty} z(t)=0 \Rightarrow \lim _{t \rightarrow \infty} y(t)=0
$$

Now consider

Case II: $z(t)>0, z^{\prime}(t)>0, z^{\prime \prime}(t)>0, z^{\prime \prime \prime}(t)<0$.

Let

$$
z(t)=y(t)+p(t) y(t-\tau)>0
$$

we obtain

$$
y(t)=z(t)-p(t) y(t-\tau),
$$

SO

$$
\begin{equation*}
y(t-\sigma)=z(t-\sigma)-p(t-\sigma) y((t-\sigma)-\tau) . \tag{2.2.5}
\end{equation*}
$$

But $z(t)$ is increasing and $z(t)>y(t)$ so

$$
z(t-\sigma) \geq z((t-\sigma)-\tau) \geq y((t-\sigma)-\tau)
$$

hence equation (2.2.5) gives

$$
y(t-\sigma) \geq z(t-\sigma)-p(t-\sigma) z(t-\sigma)
$$

which implies

$$
\begin{equation*}
y(t-\sigma) \geq(1-p(t-\sigma)) z(t-\sigma) \tag{2.2.6}
\end{equation*}
$$

Now again from equation $(1 N 2-A)$, we have

$$
\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}(y(t)+p(t) y(t-\tau))\right)=-f(t) y(t-\sigma)
$$

$$
\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}} z(t)\right)=-f(t) y(t-\sigma)
$$

But from $\left(H_{4}\right), \exists q(t): q(t)>0, q^{\prime}(t)<0, q(t) \leq f(t), \forall t \geq t_{0}$, so

$$
\begin{gathered}
q(t) y(t-\sigma) \leq f(t) y(t-\sigma), \\
-f(t) y(t-\sigma) \leq-q(t) y(t-\sigma) \leq 0,
\end{gathered}
$$

hence

$$
\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \leq-q(t) y(t-\sigma)
$$

and using (2.2.6) we have

$$
\begin{equation*}
\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \leq-q(t)(1-p(t-\sigma)) z(t-\sigma) \tag{2.2.7}
\end{equation*}
$$

$$
\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \leq 0
$$

Define the function $\varphi(t)=t \frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}, t \geq t_{1}$. It is clear that $\varphi(t)>0$

$$
\begin{gathered}
\varphi^{\prime}(t)=\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}+t\left(\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}\right)^{\prime} \\
\varphi^{\prime}(t)=\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}+t\left(\frac{z^{\prime}(t)\left[r(t) z^{\prime \prime}(t)\right]^{\prime}-r(t) z^{\prime \prime}(t) z^{\prime \prime}(t)}{\left(z^{\prime}(t)\right)^{2}}\right) \\
\varphi^{\prime}(t)=\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}+t \frac{z^{\prime}(t)\left[r(t) z^{\prime \prime}(t)\right]^{\prime}}{\left(z^{\prime}(t)\right)^{2}}-t \frac{r(t) z^{\prime \prime}(t)^{2}}{\left(z^{\prime}(t)\right)^{2}} \\
\varphi^{\prime}(t)=\frac{1}{t}\left(t \frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}\right)+t \frac{\left[r(t) z^{\prime \prime}(t)\right]^{\prime}}{z^{\prime}(t)}-\left(t \frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}\right) \frac{z^{\prime \prime}(t)}{z^{\prime}(t)} \\
\varphi^{\prime}(t)=\frac{1}{t} \varphi(t)+t \frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\varphi(t) \frac{z^{\prime \prime}(t)}{z^{\prime}(t)} \\
\varphi^{\prime}(t)=\frac{\varphi(t)}{t}+t \frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\varphi(t) \frac{z^{\prime \prime}(t)}{z^{\prime}(t)} \frac{t r(t)}{t r(t)}
\end{gathered}
$$

using the inequality (2.2.7), we get

$$
\begin{gather*}
\varphi^{\prime}(t) \leq \frac{\varphi(t)}{t}+t \frac{-q(t)(1-p(t-\sigma)) z(t-\sigma)}{z^{\prime}(t)}-\varphi(t)\left(t \frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}\right) \frac{1}{t r(t)} \\
\varphi^{\prime}(t) \leq \frac{\varphi(t)}{t}+\frac{-t q(t)(1-p(t-\sigma)) z(t-\sigma)}{z^{\prime}(t)}-\varphi(t) \cdot \varphi(t) \frac{1}{t r(t)} \\
\varphi^{\prime}(t) \leq \frac{\varphi(t)}{t}-t q(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{z^{\prime}(t)}-\frac{\varphi(t)^{2}}{t r(t)} . \tag{2.2.8}
\end{gather*}
$$

Also from Lemma 1.1.2, we have

$$
\frac{x(t-\sigma)}{x(t)} \geq K \frac{(t-\sigma)}{t} \quad, \quad t \geq t_{2}
$$

Setting $x(t)=z^{\prime}(t)$ and $x(t-\sigma)=z^{\prime}(t-\sigma)$, we have

$$
\frac{z^{\prime}(t-\sigma)}{z^{\prime}(t)} \geq \frac{K(t-\sigma)}{t} \quad, \quad t-\sigma \geq t_{1}
$$

multiplying both sides by $\frac{1}{z^{\prime}(t-\sigma)}>0$,

$$
\Rightarrow \frac{1}{z^{\prime}(t)} \geq \frac{K(t-\sigma)}{t} \frac{1}{z^{\prime}(t-\sigma)} \quad \text { for } t-\sigma \geq t_{1} \geq t_{2}
$$

Multiplying by $z(t-\sigma)>0$

$$
\Rightarrow \frac{z(t-\sigma)}{z^{\prime}(t)} \geq \frac{K(t-\sigma)}{t} \frac{z(t-\sigma)}{z^{\prime}(t-\sigma)} .
$$

By Lemma 1.1.4, we have

$$
z(t)>\frac{1}{2} M t z^{\prime}(t) \text { for each } M \in(0,1)
$$

$$
\begin{gather*}
z(t-\sigma)>\frac{1}{2} M(t-\sigma) z^{\prime}(t-\sigma) \\
\Rightarrow \frac{z(t-\sigma)}{z^{\prime}(t)} \geq \frac{K(t-\sigma)}{t} \frac{\frac{1}{2} M(t-\sigma) z^{\prime}(t-\sigma)}{z^{\prime}(t-\sigma)} \\
\Rightarrow \frac{z(t-\sigma)}{z^{\prime}(t)} \geq \frac{K(t-\sigma)}{t} \frac{M(t-\sigma)}{2} \\
\Rightarrow \frac{z(t-\sigma)}{z^{\prime}(t)} \geq \frac{K M}{2} \frac{(t-\sigma)^{2}}{t} . \tag{2.2.9}
\end{gather*}
$$

Substituting (2.2.9) in (2.2.8), we get

$$
\varphi^{\prime}(t) \leq \frac{\varphi(t)}{t}-t q(t)(1-p(t-\sigma)) \frac{K M}{2} \frac{(t-\sigma)^{2}}{t}-\frac{\varphi(t)^{2}}{t r(t)} .
$$

Rearrange the last inequality we obtain

$$
\varphi^{\prime}(t) \leq-t q(t)(1-p(t-\sigma)) \frac{K M}{2} \frac{(t-\sigma)^{2}}{t}+\left(\frac{1}{t} \varphi(t)-\frac{1}{t r(t)} \varphi(t)^{2}\right)
$$

Using Lemma 1.1.1 with $x=\varphi(t), u=\frac{1}{\operatorname{tr}(t)}, v=\frac{1}{t}$, we have

$$
\left(\frac{1}{t} \varphi(t)-\frac{1}{t r(t)} \varphi(t)^{2}\right) \leq \frac{1}{4} \frac{\left(\frac{1}{t}\right)^{2}}{\left(\frac{1}{t r(t)}\right)}=\frac{1}{4} \frac{r(t)}{t}
$$

hence

$$
\varphi^{\prime}(t) \leq-t q(t)(1-p(t-\sigma)) \frac{1}{2} K M \frac{(t-\sigma)^{2}}{t}+\frac{1}{4} \frac{r(t)}{t} .
$$

Hence

$$
q(t)(1-p(t-\sigma)) \frac{1}{2} K M(t-\sigma)^{2}-\frac{1}{4} \frac{r(t)}{t} \leq-\varphi^{\prime}(t)
$$

or

$$
\begin{equation*}
2 q(t)(1-p(t-\sigma)) K M \cdot(t-\sigma)^{2}-\frac{r(t)}{t} \leq-4 \varphi^{\prime}(t) \tag{2.2.10}
\end{equation*}
$$

Integrating the inequality (2.2.10) from $t_{2}$ to $t$, we obtain

$$
\int_{t_{2}}^{t}\left[2 q(s)(1-p(s-\sigma)) K M .(s-\sigma)^{2}-\frac{r(s)}{s}\right] d s \leq 4 \varphi\left(t_{2}\right)-4 \varphi(t), \varphi(t)>0 .
$$

$$
\int_{t_{2}}^{t}\left[2 q(s)(1-p(s-\sigma)) K M .(s-\sigma)^{2}-\frac{r(s)}{s}\right] d s \leq 4 \varphi\left(t_{2}\right)<\infty
$$

hence

$$
\lim _{t \rightarrow \infty} \sup \int_{t_{2}}^{t}\left[2 q(s)(1-p(s-\sigma)) K M .(s-\sigma)^{2}-\frac{r(s)}{s}\right] d s<\infty .
$$

This is a contradiction to $\left(H_{6}\right)$.

We now consider

Case $(\boldsymbol{I I I I}): z(t)>0, z^{\prime}(t)>0, z^{\prime \prime}(t)<0,\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \leq 0$.

Define the function $\emptyset$ by $\quad \emptyset(t)=\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}, \quad t \geq t_{1}$.

It is clear that $\emptyset(t)<0$. And from the decreasing function $r(t) z^{\prime \prime}(t)$, we get

$$
r(s) z^{\prime \prime}(s) \leq r(t) z^{\prime \prime}(t), \quad \text { for } \quad s \geq t \geq t_{1} .
$$

Dividing the above inequality by the positive function $r(s)$, we get

$$
\frac{r(s) z^{\prime \prime}(s)}{r(s)} \leq \frac{r(t) z^{\prime \prime}(t)}{r(s)}
$$

hence we obtain

$$
z^{\prime \prime}(s) \leq \frac{r(t) z^{\prime \prime}(t)}{r(s)}
$$

Integrating the last inequality from $t$ to $l$, we obtain

$$
\int_{t}^{l} z^{\prime \prime}(s) d s \leq \int_{t}^{l} \frac{r(t) z^{\prime \prime}(t)}{r(s)} d s
$$

which gives

$$
\begin{gathered}
\left.z^{\prime}(s)\right]_{t}^{l} \leq r(t) z^{\prime \prime}(t) \int_{t}^{l} \frac{1}{r(s)} d s \Rightarrow z^{\prime}(l)-z^{\prime}(t) \leq r(t) z^{\prime \prime}(t) \int_{t}^{l} \frac{1}{r(s)} d s \\
z^{\prime}(l) \leq z^{\prime}(t)+r(t) z^{\prime \prime}(t) \int_{t}^{l} \frac{1}{r(s)} d s,
\end{gathered}
$$

But $\left(H_{7}\right)$ assumes $R(t)=\int_{t}^{l} \frac{1}{r(s)} d s$ as $\quad l \rightarrow \infty$,
and since $z^{\prime}(t)$ is a positive decreasing function, we have

$$
\begin{aligned}
& 0 \leq z^{\prime}(t)+r(t) z^{\prime \prime}(t) R(t) \\
& -r(t) z^{\prime \prime}(t) R(t) \leq z^{\prime}(t)
\end{aligned}
$$

dividing the last inequality by $z^{\prime}(t)>0$, we have

$$
-R(t) \frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)} \leq 1,
$$

but

$$
\begin{equation*}
\emptyset(t)=\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)} \Rightarrow-R(t) \emptyset(t) \leq 1 \tag{2.2.11}
\end{equation*}
$$

Differentiating the function $\emptyset(t)$

$$
\begin{gathered}
\emptyset^{\prime}(t)=\left(\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}\right)^{\prime} \\
\emptyset^{\prime}(t)=\frac{z^{\prime}(t)\left(r(t) z^{\prime \prime}(t)\right)^{\prime}-r(t) z^{\prime \prime}(t) z^{\prime \prime}(t)}{\left(z^{\prime}(t)\right)^{2}}
\end{gathered}
$$

$$
\begin{gathered}
=\frac{z^{\prime}(t)\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{\left(z^{\prime}(t)\right)^{2}}-\frac{r(t) z^{\prime \prime}(t) z^{\prime \prime}(t)}{\left(z^{\prime}(t)\right)^{2}} \\
\emptyset^{\prime}(t)=\frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\left(\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}\right) \frac{z^{\prime \prime}(t)}{z^{\prime}(t)}=\frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\emptyset(t) \frac{z^{\prime \prime}(t)}{z^{\prime}(t)} \\
\emptyset^{\prime}(t)=\frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\emptyset(t) \frac{z^{\prime \prime}(t)}{z^{\prime}(t)} \frac{r(t)}{r(t)}=\frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\emptyset(t)\left(\frac{r(t) z^{\prime \prime}(t)}{z^{\prime}(t)}\right) \frac{1}{r(t)} \\
\emptyset^{\prime}(t)=\frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\emptyset(t) \emptyset(t) \frac{1}{r(t)} .
\end{gathered}
$$

Thus,

$$
\phi^{\prime}(t)=\frac{\left(r(t) z^{\prime \prime}(t)\right)^{\prime}}{z^{\prime}(t)}-\frac{(\varnothing(t))^{2}}{r(t)} \leq 0
$$

By assumption $z^{\prime}(t)>0, z^{\prime \prime}(t)<0$, so $\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \leq 0$ and $r(t)>0$,
hence $\varnothing(t)$ is a negative decreasing function. But from (2.2.7), in proving case (II), we have

$$
\begin{gathered}
\left(r(t) z^{\prime \prime}(t)\right)^{\prime} \leq-q(t)(1-p(t-\sigma)) z(t-\sigma), \\
\frac{z(t-\sigma)}{z^{\prime}(t)} \geq \frac{K M}{2} \frac{(t-\sigma)^{2}}{t}, \\
\emptyset^{\prime}(t) \leq \frac{-q(t)(1-p(t-\sigma)) z(t-\sigma)}{z^{\prime}(t)}-\frac{(\phi(t))^{2}}{r(t)} \\
\phi^{\prime}(t) \leq-q(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{z^{\prime}(t)}-\frac{(\varnothing(t))^{2}}{r(t)} .
\end{gathered}
$$

By (2.2.9), we have

$$
\phi^{\prime}(t) \leq-q(t)(1-p(t-\sigma)) \frac{K M}{2} \frac{(t-\sigma)^{2}}{t}-\frac{(\phi(t))^{2}}{r(t)}
$$

multiplying this inequality by the positive function $R(t)$, we have

$$
\begin{equation*}
R(t) \emptyset^{\prime}(t) \leq-q(t)(1-p(t-\sigma)) \frac{K M}{2} \frac{(t-\sigma)^{2}}{t} R(t)-\frac{(\emptyset(t))^{2}}{r(t)} R(t) \tag{2.2.12}
\end{equation*}
$$

Integrating (2.2.12) from $t_{3} \geq t_{1}$ to $t$, we get

$$
\int_{t_{3}}^{t} R(s) \emptyset^{\prime}(s) d s \leq \int_{t_{3}}^{t}\left[-q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s)-\frac{(\varnothing(s))^{2}}{r(s)} R(s)\right] d s
$$

hence

$$
\int_{t_{3}}^{t} R(s) \emptyset^{\prime}(s) d s \leq-\int_{t_{3}}^{t} q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s) d s-\int_{t_{3}}^{t} \frac{(\emptyset(s))^{2}}{r(s)} R(s) d s
$$

Using integration by parts with
$u=R(s) \Rightarrow d u=R^{\prime}(s) d s=\frac{-1}{r(s)} d s$, since $R(s)=\int_{t}^{\infty} \frac{1}{r(s)} d s$,
and $\quad d v=\emptyset^{\prime}(s) d s \quad \Rightarrow v=\emptyset(s)$,
hence
$R(s) \emptyset(s)]_{t_{3}}^{t}-\int_{t_{3}}^{t} \frac{-1}{r(s)} \phi(s) d s \leq-\int_{t_{3}}^{t} q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s) d s-\int_{t_{3}}^{t} \frac{(\phi(s))^{2}}{r(s)} R(s) d s$.

$$
\begin{aligned}
& R(t) \emptyset(t)-R\left(t_{3}\right) \emptyset\left(t_{3}\right)-\int_{t_{3}}^{t} \frac{-1}{r(s)} \emptyset(s) d s \\
& \leq-\int_{t_{3}}^{t} q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s) d s-\int_{t_{3}}^{t} \frac{(\emptyset(s))^{2}}{r(s)} R(s) d s . \\
& R(t) \emptyset(t)-R\left(t_{3}\right) \emptyset\left(t_{3}\right)+\int_{t_{3}}^{t} \frac{1}{r(s)} \emptyset(s) d s+\int_{t_{3}}^{t} q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s) d s \\
& R(t) \emptyset(t)-R\left(t_{3}\right) \emptyset\left(t_{3}\right)+\int_{t_{3}}^{t} \frac{(\emptyset(s))^{2}}{r(s)} R(s) d s+\int_{t_{3}}^{t} \frac{1}{r(s)} \phi(s) d s \\
& +\int_{t_{3}}^{t} \frac{(\varnothing(s))^{2}}{r(s)} R(s) d s \leq 0 \\
& +\int_{t_{3}}^{t} q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s) d s \leq 0 \\
& R(t) \emptyset(t)-R\left(t_{3}\right) \emptyset\left(t_{3}\right)+\int_{t_{3}}^{t}\left[\frac{R(s)}{r(s)}(-\emptyset(s))^{2}-\frac{1}{r(s)}(-\emptyset(s))\right] d s \\
& +\int_{t_{3}}^{t} q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s) d s \leq 0
\end{aligned}
$$

Letting $u=\frac{R(s)}{r(s)}, v=\frac{1}{r(s)}, x=-\emptyset(s)$ and using Lemma 1.1.1,
we have

$$
\frac{R(s)}{r(s)}(-\emptyset(s))^{2}-\frac{1}{r(s)}(-\emptyset(s)) \geq-\frac{1}{4} \frac{\left(\frac{1}{r(s)}\right)^{2}}{\frac{R(s)}{r(s)}}=-\frac{1}{4} \frac{1}{R(s) r(s)}
$$

$$
\begin{aligned}
& R(t) \emptyset(t)-R\left(t_{3}\right) \emptyset\left(t_{3}\right)+\int_{t_{3}}^{t}\left[-\frac{1}{4} \frac{1}{R(s) r(s)}\right] d s \\
& \quad+\int_{t_{3}}^{t} q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s) d s \leq 0 \\
& \int_{t_{3}}^{t}\left[q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s)-\frac{1}{4} \frac{1}{R(s) r(s)}\right] d s \leq R\left(t_{3}\right) \emptyset\left(t_{3}\right)-R(t) \emptyset(t) .
\end{aligned}
$$

But from (2.2.11), we have $-R(t) \emptyset(t) \leq 1$, so

$$
\int_{t_{3}}^{t}\left[q(s)(1-p(s-\sigma)) \frac{K M}{2} \frac{(s-\sigma)^{2}}{s} R(s)-\frac{1}{4} \frac{1}{R(s) r(s)}\right] d s \leq R\left(t_{3}\right) \emptyset\left(t_{3}\right)+1
$$

Multiplying by 4 and take the limit sup as $t \rightarrow \infty$, we have

$$
\lim _{t \rightarrow \infty} \sup \int_{t_{3}}^{t}\left[2 q(s)(1-p(s-\sigma)) K M \frac{(s-\sigma)^{2}}{s} R(s)-\frac{1}{R(s) r(s)}\right] d s \leq \lim _{t \rightarrow \infty} \sup 4\left(R\left(t_{3}\right) \emptyset\left(t_{3}\right)+1\right)<\infty
$$

This is a contradiction to $\left(H_{7}\right)$. Therfore, all the solutions of the equation
$(1 N 2-A)$ are oscillatory. This completes the proof.

## 2. 3 Oscillation Conditions of the solution of the equation $(1 N 2-B)$

Consider the delay differential equation :

$$
\begin{equation*}
\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}(y(t)+p(t) y(\tau(t)))+f(t) y(\sigma(t))=0\right. \tag{1N2-B}
\end{equation*}
$$

In fact, equation $(1 N 2-B)$ is a general form of equation ( $1 N 2-A$ ). Also,

This form is a special case which appears in [1] which is studied by B. Baculicova
and J. Dzurina when $\gamma=1$.

This generalizes Theorem 2.2.1 for linear functions $\tau(t), \sigma(t)$ where $0 \leq \tau(t) \leq t$ and $0 \leq \sigma(t) \leq t$ for every time $t$ to be as in the next theorem.

## Theorem 2.3.1:

Assume that $\left(H_{1}\right)-\left(H_{5}\right)$ in Theorem 2.2.1 hold and
$\left(H_{6}\right): \lim _{t \rightarrow \infty} \sup \int_{t_{1}}^{t}\left[2 q(s)(1-p(\sigma(s))) K M(\sigma(s))^{2}-\frac{r(s)}{s}\right] d s=\infty$, for some
$K, M \in(0,1)$ for sufficiently large $t_{1} \geq t_{0}$.
$\left(H_{7}\right): \lim _{t \rightarrow \infty} \sup \int_{t_{2}}^{t}\left[2 q(s)(1-p(\sigma(s))) K M \frac{(\sigma(s))^{2}}{S}-\frac{1}{R(s) r(s)}\right] d s=\infty$,
for some $K, M \in(0,1)$ and sufficiently large $t_{2} \geq t_{0}$ where

$$
R(t)=\int_{t}^{\infty} \frac{1}{r(s)} d s
$$

holds, then equation $(1 N 2-B)$ is oscillatory.

## Proof:

$$
\begin{equation*}
\text { Let } z(t)=y(t)+p(t) y(\tau(t)) . \tag{2.3.1}
\end{equation*}
$$

Suppose that equation $(1 N 2-B)$ has a nonoscillatory solution $y(t)$ and
suppose $y(t)$ is positive solution. So, the rest of the proof will be similar as in Theorem 2.2.1 if we replace $t-\tau$ by $\tau(t)$ and $t-\sigma$ by $\sigma(t)$. The proof is complete.

### 2.4 Illustrating Examples:

## Example 2.4.1:

Consider the linear neutral delay differential equation

$$
\begin{equation*}
\frac{d}{d t}\left(e^{t} \frac{d^{2}}{d t^{2}}\left(y(t)+\frac{1}{2} y(t-2 \pi)\right)+\frac{3}{\sqrt{2}} e^{t} \mathrm{y}\left(t-\frac{7 \pi}{4}\right)=0\right. \tag{2.4.1}
\end{equation*}
$$

where $t \geq 0$. We have

$$
\begin{aligned}
& r(t)=e^{t} \in C^{\prime}\left(\left[t_{0}, \infty\right),(0, \infty)\right), r^{\prime}(\mathrm{t})=e^{t}>0, p(t)=\frac{1}{2} \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right) \\
& f(t)=\frac{3}{\sqrt{2}} e^{t} \in C\left(\left[t_{0}, \infty\right),[0, \infty)\right), \tau=2 \pi, \sigma=\frac{7 \pi}{4} \\
& q(t)=\frac{1}{t^{7}}>0, q^{\prime}(t)=-7 t^{-8}<0 \text { and } q(t) \leq f(t) \text { for } t \in\left[t_{0}, \infty\right), \text { where }
\end{aligned}
$$ $t_{0} \geq 0.9$, so $q(t)$ positive decreasing function.

Applying Theorem 2.2.1, all conditions (H1-H7) are satisfied, so every
solution of equation (2.4.1) is oscillatory, and one of these solutions is
$y(t)=\sin t$.

## Example 2.4.2

Consider the third order neutral delay differential equation

$$
\begin{equation*}
\frac{d}{d t}\left(t \frac{d^{2}}{d t^{2}}\left(y(t)+k_{1} y\left(\frac{t}{2}\right)\right)\right)+\frac{k_{2}}{t^{2}} y(t)=0 \tag{2.4.2}
\end{equation*}
$$

where $k_{1} \in[0,1), k_{2}>0, t \geq 1$.

Here $r(t)=t, p(t)=k_{1}, f(t)=\frac{k_{2}}{t^{2}}, \tau(t)=\frac{t}{2} \leq t, \sigma(t)=t \leq t$.

Applying Theorem (2.3.1), and take $q(t)=\frac{k_{3}}{t^{2}}, 0<k_{3} \leq k_{2}$, it is clear that $q(t)$ is decreasing function and $q(t) \leq f(t)$.

$$
\begin{gathered}
\left.* \int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{u} \int_{u}^{\infty} \frac{k_{2}}{s^{2}} d s\right] d u d v=k_{2} \int_{t_{1}}^{\infty} \int_{v}^{\infty}\left[\frac{1}{u}\left(-s^{-1}\right]\right)\right] d u d v=\infty \\
\left.=k_{2} \int_{t_{1}}^{\infty} \int_{v}^{\infty} \frac{1}{u^{2}} d u d v=k_{2} \int_{t_{1}}^{\infty} \frac{-1}{u}\right]_{v}^{\infty} d v=k_{2} \int_{t_{1}}^{\infty} \frac{1}{v} d v=\infty \\
* \int_{t_{1}}^{t}\left[2 \frac{k_{3}}{s^{2}}\left(1-k_{1}\right) K M s^{2}-\frac{s}{s}\right] d s=\int_{t_{1}}^{t}\left[2 k_{3}\left(1-k_{1}\right) K M-1\right] d s \\
=\left(2 k_{3}\left(1-k_{1}\right) K M-1\right)\left(t-t_{1}\right), \text { where } 2 k_{3}\left(1-k_{1}\right) K M>1
\end{gathered}
$$

$$
\text { so } \lim _{t \rightarrow \infty} \sup \int_{t_{1}}^{t}\left[2 \frac{k_{3}}{s^{2}}\left(1-k_{1}\right) K M s^{2}-\frac{s}{s}\right] d s=\infty
$$

$$
* \int_{t_{2}}^{t}\left[2 \frac{k_{3}}{s^{2}}\left(1-k_{1}\right) K M \frac{s^{2}}{s}-\frac{1}{\int_{s}^{\infty} \frac{1}{u} d u \cdot s}\right] d s=\int_{t_{2}}^{t}\left[2 k_{3}\left(1-k_{1}\right) K M \frac{1}{s}\right] d s
$$

$$
\left.=2 k_{3}\left(1-k_{1}\right) K M \ln |s|\right]_{t_{2}}^{t}=2 k_{3}\left(1-k_{1}\right) K M\left(\ln t-\ln t_{2}\right)
$$

So
$\lim _{t \rightarrow \infty} \sup \int_{t_{2}}^{t}\left[2 \frac{k_{3}}{s^{2}}\left(1-k_{1}\right) K M \frac{s^{2}}{s}-\frac{1}{\int_{s}^{\infty} \frac{1}{u} d u \cdot s}\right] d s=\infty$.

Hence ( $H 1-H 7$ ) are satisfied, so every solution $y(t)$ of equation (2.4.2) is oscillatory .

## Chapter Three

## Oscillation of Solution of the Equation of the Form

$$
(2 N 1-A) \text { and }(2 N 1-B)
$$

### 3.1 Introduction

In this chapter, we will display the main results which are concerned with the oscillatory behavior of solutions of equations
$(2 N 1-A): \quad \frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))\right)+f(t) y(t-\sigma)=0$
$(2 N 1-B): \quad \frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))\right)+f(t) y(\sigma(t))=0$
where $p(t), f(t) \in\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$, and $f(t) \geq 0, r(t) \in C^{2}\left(\left[t_{0}, \infty\right)\right)$,

$$
r(t)>0, \quad \forall t \geq t_{0} \quad \text { and } R(t)=\int_{t_{0}}^{\infty} \frac{1}{r(t)} d t
$$

Also, we need the following in our discussion:
$\left(H_{1}\right): r(t) \in C^{2}\left(\left[t_{0}, \infty\right),(0, \infty)\right), r(t)>0$ and $r^{\prime \prime}(t) \geq 0$ for $t \geq t_{0}$.
$\left(H_{2}\right): p(t) \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right), 0<p(t)<1$
$\left(H_{3}\right): f(t) \in C^{1}\left(\left[t_{0}, \infty\right),[0, \infty)\right)$
$\left(H_{4}\right)$ : There exists a positive decreasing function $q(t)$ such that $f(t) \geq q(t)$

$$
\text { for } t \in\left[t_{0}, \infty\right) \text {. }
$$

$\left(H_{5}\right): \int_{t_{0}}^{\infty}\left[\frac{1}{r(v)} \int_{v}^{\infty}\left(\int_{u}^{\infty} f(s) d s\right) d u\right] d v=\infty$,

### 3.2 Main Results :

## Oscillation of Solution of the Equation of the Form $(2 N 1-A)$

In this section, we will study the oscillation of solution of the equations of the form $(2 N 1-A)$ and $(2 N 1-B)$.

## Theorem 3.2.1:

Assume that $\left(H_{1}\right)-(H 5)$ hold, and

$$
\int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(s-\sigma)) K M \frac{(s-\sigma)^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s=\infty
$$

where $K, M \in(0,1), \rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$ for sufficiently large $t_{1}>t_{0}$
and for $t_{3}>t_{2}>t_{1}$. Then equation ( $2 N 1-A$ ) is almost oscillatory. Where
$\tau, \sigma$ constants, $0 \leq \tau \leq t, 0 \leq \sigma \leq t$ and $\lim _{t \rightarrow \infty}(t-\tau)=\lim _{t \rightarrow \infty}(t-\sigma)=\infty$.

Proof:

Let $y(t)$ be a nonoscillatory solution of equation $(2 N 1-A)$.

Suppose $y(t)$ is a positive solution, and suppose

$$
\begin{equation*}
z(t)=y(t)+p(t) y(t-\tau) . \tag{3.2.1}
\end{equation*}
$$

So, there exists two possible cases:
(I) $z(t)>0, z^{\prime}(t)<0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$,
(II) $z(t)>0, z^{\prime}(t)>0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$,

Case $(\boldsymbol{I}): z(t)>0, z^{\prime}(t)<0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$,
which means that $z(t)$ is a positive decreasing function, $r(t) z^{\prime}(t)$ is a negative increasing function and $\left(r(t) z^{\prime}(t)\right)^{\prime}$ is a decreasig function.

By $(2 N 1-A)$, we have

$$
\left(r(t)(y(t)+p(t) y(t-\tau))^{\prime}\right)^{\prime \prime}+f(t) y(t-\sigma)=0
$$

So

$$
\left(r(t)(y(t)+p(t) y(t-\tau))^{\prime}\right)^{\prime \prime}=-f(t) y(t-\sigma)
$$

using (3.2.1), we have

$$
\left(r(t) z^{\prime}(t)\right)^{\prime \prime}=-f(t) y(t-\sigma)
$$

From inequality (2.2.4), we have

$$
y(t) \geq m z(t)
$$

so

$$
y(t-\sigma) \geq m z(t-\sigma)
$$

multiplying this inequality by $f(t)>0$, we have

$$
-f(t) y(t-\sigma) \leq-m f(t) z(t-\sigma)
$$

hence

$$
\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq-m f(t) z(t-\sigma)
$$

$$
-\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \geq m f(t) z(t-\sigma),
$$

integrating the previous inequality from $t$ to $\infty$, we obtain

$$
\begin{gathered}
-\int_{t}^{\infty}\left(r(s) z^{\prime}(s)\right)^{\prime \prime} d s \geq \int_{t}^{\infty} m f(s) z(s-\sigma) d s \\
-\left(\left(\lim _{\lambda \rightarrow \infty} r(\lambda) z^{\prime}(\lambda)\right)^{\prime}-\left(r(t) z^{\prime}(t)\right)^{\prime}\right) \geq \int_{t}^{\infty} m f(s) z(s-\sigma) d s,
\end{gathered}
$$

hence

$$
\left(r(t) z^{\prime}(t)\right)^{\prime} \geq\left(\lim _{\lambda \rightarrow \infty} r(\lambda) z^{\prime}(\lambda)\right)^{\prime}+\int_{t}^{\infty} m f(s) z(s-\sigma) d s
$$

so

$$
\left(r(t) z^{\prime}(t)\right)^{\prime} \geq \int_{t}^{\infty} m f(s) z(s-\sigma) d s
$$

From inequality (2.2.2), we have $z(t-\sigma) \geq k$
hence

$$
\left(r(t) z^{\prime}(t)\right)^{\prime} \geq \int_{t}^{\infty} m k f(s) d s
$$

integrating this inequality from $t$ to $\infty$, we get

$$
\int_{t}^{\infty}\left(r(u) z^{\prime}(u)\right)^{\prime} d u \geq \int_{t}^{\infty} \int_{u}^{\infty} m k f(s) d s d u
$$

$$
\lim _{\lambda \rightarrow \infty} r(\lambda) z^{\prime}(\lambda)-r(t) z^{\prime}(t) \geq m k \int_{t}^{\infty} \int_{u}^{\infty} f(s) d s d u
$$

hence

$$
\begin{aligned}
&-r(t) z^{\prime}(t) \geq-\lim _{\lambda \rightarrow \infty} r(\lambda) z^{\prime}(\lambda)+m k \int_{t}^{\infty} \int_{u}^{\infty} f(s) d s d u \\
&-r(t) z^{\prime}(t) \geq m k \int_{t}^{\infty} \int_{u}^{\infty} f(s) d s d u
\end{aligned}
$$

dividing by $r(t)>0$ gives

$$
z^{\prime}(t) \leq \frac{-m k}{r(t)} \int_{t}^{\infty} \int_{u}^{\infty} f(s) d s d u
$$

integrating from $t_{0}$ to $\infty$ obtaining

$$
\int_{t_{0}}^{\infty} z^{\prime}(v) d v \leq \int_{t_{0}}^{\infty} \frac{-m k}{r(v)} \int_{v}^{\infty} \int_{u}^{\infty} f(s) d s d u d v
$$

hence

$$
z(v)]_{t_{0}}^{\infty} \leq-m k \int_{t_{0}}^{\infty} \frac{1}{r(v)} \int_{v}^{\infty} \int_{u}^{\infty} f(s) d s d u d v
$$

so

$$
\lim _{\lambda \rightarrow \infty} z(\lambda)-z\left(t_{1}\right) \leq-m k \int_{t_{0}}^{\infty} \frac{1}{b(v)} \int_{v}^{\infty} \int_{u}^{\infty} f(s) d s d u d v
$$

hence

$$
m k \int_{t_{0}}^{\infty} \frac{1}{r(v)} \int_{v}^{\infty} \int_{u}^{\infty} f(s) d s d u d v \leq z\left(t_{1}\right)-\lim _{\lambda \rightarrow \infty} z(\lambda)
$$

but $\lim _{\lambda \rightarrow \infty} z(\lambda)>0$, so

$$
m k \int_{t_{0}}^{\infty} \frac{1}{r(v)} \int_{v}^{\infty} \int_{u}^{\infty} f(s) d s d u d v \leq z\left(t_{1}\right)
$$

hence

$$
\int_{t_{0}}^{\infty}\left[\frac{1}{r(v)} \int_{v}^{\infty}\left(\int_{u}^{\infty} f(s) d s\right) d u\right] d v \leq \frac{z\left(t_{1}\right)}{m k}<\infty
$$

This contradicts (H5) so we must have $k=0$.

And again from $0 \leq y(t) \leq z(t)$, we obtain $\lim _{t \rightarrow \infty} y(t)=0$
$\boldsymbol{\operatorname { C a s e }}(\boldsymbol{I I}): z(t)>0, z^{\prime}(t)>0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$,
which means that $z(t)$ is a positive increasing function, $r(t) z^{\prime}(t)$ is a positive increasing function and $\left(r(t) z^{\prime}(t)\right)^{\prime}$ is a positive decreasing function.

Let

$$
\begin{equation*}
\Phi(t)=\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}, t \geq t_{1}, \rho(t)>0, \quad \rho^{\prime}(t)>0 \tag{3.2.2}
\end{equation*}
$$

it is clear that $\Phi(t)>0$.

Integrating the function $\left(r(t) z^{\prime}(t)\right)^{\prime}$ from $t_{1}$ to $t$ where $t>t_{1} \geq t_{0}$

$$
\int_{t_{1}}^{t}\left(r(u) z^{\prime}(u)\right)^{\prime} d u=r(t) z^{\prime}(t)-r\left(t_{1}\right) z^{\prime}\left(t_{1}\right), \text { where } t>t_{1} \geq t_{0}
$$

hence

$$
r\left(t_{1}\right) z^{\prime}\left(t_{1}\right)+\int_{t_{1}}^{t}\left(r(u) z^{\prime}(u)\right)^{\prime} d u=r(t) z^{\prime}(t)
$$

and

$$
\int_{t_{1}}^{t}\left(r(u) z^{\prime}(u)\right)^{\prime} d u \leq r(t) z^{\prime}(t), \text { since } r\left(t_{1}\right) z^{\prime}\left(t_{1}\right)>0
$$

For $t>s>t_{1} \geq t_{0}$, we have

$$
\begin{equation*}
\left(r(s) z^{\prime}(s)\right)^{\prime} \geq\left(r(t) z^{\prime}(t)\right)^{\prime} \tag{3.2.3}
\end{equation*}
$$

integrating the last inequality from $t_{1}$ to $t$, we get

$$
\begin{aligned}
& \int_{t_{1}}^{t}\left(r(s) z^{\prime}(s)\right)^{\prime} d s \geq\left(r(t) z^{\prime}(t)\right)^{\prime} \int_{t_{1}}^{t} d s \\
\Rightarrow & \int_{t_{1}}^{t}\left(r(s) z^{\prime}(s)\right)^{\prime} d s \geq\left(r(t) z^{\prime}(t)\right)^{\prime}\left(t-t_{1}\right) \\
\Rightarrow & r(t) z^{\prime}(t)-r\left(t_{1}\right) z^{\prime}\left(t_{1}\right) \geq\left(r(t) z^{\prime}(t)\right)^{\prime}\left(t-t_{1}\right)
\end{aligned}
$$

hence

$$
r(t) z^{\prime}(t) \geq r\left(t_{1}\right) z^{\prime}\left(t_{1}\right)+\left(r(t) z^{\prime}(t)\right)^{\prime}\left(t-t_{1}\right)
$$

$$
r(t) z^{\prime}(t) \geq\left(r(t) z^{\prime}(t)\right)^{\prime}\left(t-t_{1}\right)
$$

hence

$$
\begin{equation*}
0 \geq\left(r(t) z^{\prime}(t)\right)^{\prime}\left(t-t_{1}\right)-r(t) z^{\prime}(t) \tag{3.2.4}
\end{equation*}
$$

Dividing inequality (3.2.4) by the positive quantity $\left(t-t_{1}\right)^{2}$, we have

$$
\frac{\left(r(t) z^{\prime}(t)\right)^{\prime}\left(t-t_{1}\right)-r(t) z^{\prime}(t)}{\left(t-t_{1}\right)^{2}} \leq 0,
$$

hence

$$
\begin{equation*}
\left(\frac{\left(r(t) z^{\prime}(t)\right)}{\left(t-t_{1}\right)}\right)^{\prime} \leq 0 \tag{3.2.5}
\end{equation*}
$$

So $\frac{r(t) z^{\prime}(t)}{\left(t-t_{1}\right)}$ is a decreasing function. Hence for $t \geq s \geq 0$, we have

$$
\frac{r(t) z^{\prime}(t)}{\left(t-t_{1}\right)} \leq \frac{r(s) z^{\prime}(s)}{\left(s-t_{1}\right)}
$$

which gives

$$
\begin{equation*}
z^{\prime}(s) \geq \frac{r(t) z^{\prime}(t)}{\left(t-t_{1}\right)} \frac{\left(s-t_{1}\right)}{r(s)} . \tag{3.2.6}
\end{equation*}
$$

Integrating (3.2.6) from $t_{2}$ to $t$ where $t \geq t_{2} \geq t_{1} \geq t_{0}$, we get

$$
z(t)-z\left(t_{2}\right) \geq \frac{r(t) z^{\prime}(t)}{\left(t-t_{1}\right)} \int_{t_{2}}^{t} \frac{\left(s-t_{1}\right)}{r(s)} d s
$$

hence

$$
z(t) \geq z\left(t_{2}\right)+\frac{r(t) z^{\prime}(t)}{\left(t-t_{1}\right)} \int_{t_{2}}^{t} \frac{\left(s-t_{1}\right)}{r(s)} d s
$$

but $z\left(t_{2}\right)>0$, so

$$
\begin{gathered}
z(t) \geq \frac{r(t) z^{\prime}(t)}{\left(t-t_{1}\right)} \int_{t_{2}}^{t} \frac{\left(s-t_{1}\right)}{r(s)} d s \\
\Rightarrow \frac{z(t)}{r(t) z^{\prime}(t)} \geq \frac{1}{\left(t-t_{1}\right)} \int_{t_{2}}^{t} \frac{\left(s-t_{1}\right)}{r(s)} d s, \text { for } t>t_{2}>t_{1} \geq t_{0}
\end{gathered}
$$

Differentiating $\quad \Phi(t)=\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}$ gives

$$
\Phi^{\prime}(t)=\rho(t)\left(\frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}\right)^{\prime}+\rho^{\prime}(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}
$$

$$
\Phi^{\prime}(t)=\rho(t)\left(\frac{\left(r(t) z^{\prime}(t)\right)\left(r(t) z^{\prime}(t)\right)^{\prime \prime}-\left(r(t) z^{\prime}(t)\right)^{\prime}\left(r(t) z^{\prime}(t)\right)^{\prime}}{\left(r(t) z^{\prime}(t)\right)^{2}}\right)+\rho^{\prime}(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}
$$

so

$$
\begin{gathered}
\Phi^{\prime}(t)=\rho^{\prime}(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}+\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime \prime}}{r(t) z^{\prime}(t)}-\rho(t) \frac{\left(\left(r(t) z^{\prime}(t)\right)^{\prime}\right)^{2}}{\left(r(t) z^{\prime}(t)\right)^{2}} \\
\Phi^{\prime}(t)=\frac{\rho^{\prime}(t)}{\rho(t)}\left(\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}\right)+\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime \prime}}{r(t) z^{\prime}(t)}-\frac{1}{\rho(t)}\left((\rho(t))^{2} \frac{\left(\left(r(t) z^{\prime}(t)\right)^{\prime}\right)^{2}}{\left(r(t) z^{\prime}(t)\right)^{2}}\right)
\end{gathered}
$$

From (3.2.2) and (3.2.7) we have

$$
\begin{equation*}
\Phi^{\prime}(t)=\frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)+\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime \prime}}{r(t) z^{\prime}(t)}-\frac{(\Phi(t))^{2}}{\rho(t)} . \tag{3.2.8}
\end{equation*}
$$

$z(t)$ is increasing function, and using (2.2.6), we have

$$
y(t-\sigma) \geq(1-p(t-\sigma)) z(t-\sigma)
$$

But $f(t)>0$ and $q(t) \leq f(t) \Rightarrow-q(t) \geq-f(t)$,
so we have

$$
-f(t) y(t-\sigma) \leq-f(t)(1-p(t-\sigma)) z(t-\sigma)
$$

and since

$$
\left(r(t) z^{\prime}(t)\right)^{\prime \prime}=-f(t) y(t-\sigma)
$$

we have

$$
\begin{equation*}
\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq-q(t)(1-p(t-\sigma)) z(t-\sigma) \tag{3.2.9}
\end{equation*}
$$

Using (3.2.9) in (3.2.8), we get

$$
\Phi^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)+\rho(t) \frac{-q(t)(1-p(t-\sigma)) z(t-\sigma)}{r(t) z^{\prime}(t)}-\frac{(\Phi(t))^{2}}{\rho(t)}
$$

so

$$
\Phi^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)-\rho(t) q(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{r(t) z^{\prime}(t)}-\frac{(\Phi(t))^{2}}{\rho(t)}
$$

so
$\Phi^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)-\rho(t) q(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{z^{\prime}(t-\sigma)} \frac{z^{\prime}(t-\sigma)}{z^{\prime}(t)} \frac{1}{r(t)}-\frac{(\Phi(t))^{2}}{\rho(t)}$,

Using $r(t)>0, r^{\prime}(t) \geq 0, r^{\prime \prime}(t) \geq 0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0$, and $\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$ for $t \geq t_{0}$, we have $z^{\prime \prime}(t)>0, z^{\prime \prime \prime}(t) \leq 0$. Applying Lemma 1.1.2 and

Lemma 1.1.4, we have

$$
\frac{z(t-\sigma)}{z^{\prime}(t-\sigma)} \geq \frac{1}{2} M(t-\sigma) \text { and } \frac{z^{\prime}(t-\sigma)}{z^{\prime}(t)} \geq K \frac{(t-\sigma)}{t}, \text { where } K, M \in(0,1) .
$$

Hence

$$
\frac{z(t-\sigma)}{z^{\prime}(t-\sigma)} \frac{z^{\prime}(t-\sigma)}{z^{\prime}(t)} \geq \frac{K M}{2} \frac{(t-\sigma)^{2}}{t},
$$

and using it in (3.2.10), we get

$$
\Phi^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)-\rho(t) q(t)(1-p(t-\sigma)) \frac{K M}{2} \frac{(t-\sigma)^{2}}{t r(t)}-\frac{(\Phi(t))^{2}}{\rho(t)}
$$

so
$\Phi^{\prime}(t) \leq-\rho(t) q(t)(1-p(t-\sigma)) \frac{K M}{2} \frac{(t-\sigma)^{2}}{t r(t)}+\left[\frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)-\frac{1}{\rho(t)}(\Phi(t))^{2}\right]$.

Let $\quad v=\frac{\rho^{\prime}(t)}{\rho(t)}, u=\frac{1}{\rho(t)}, x=\Phi(t)$ and applying Lemma 1.1.1,
we have

$$
\left[\frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)-\frac{1}{\rho(t)}(\Phi(t))^{2}\right] \leq \frac{1}{4} \frac{\left(\frac{\rho^{\prime}(t)}{\rho(t)}\right)^{2}}{\left(\frac{1}{\rho(t)}\right)}
$$

$$
\begin{equation*}
\left[\frac{\rho^{\prime}(t)}{\rho(t)} \Phi(t)-\frac{1}{\rho(t)}(\Phi(t))^{2}\right] \leq \frac{\left(\rho^{\prime}(t)\right)^{2}}{4 \rho(t)} . \tag{3.2.12}
\end{equation*}
$$

Using (3.2.12) in (3.2.11), we have

$$
\Phi^{\prime}(t) \leq-\rho(t) q(t)(1-p(t-\sigma)) \frac{K M}{2} \frac{(t-\sigma)^{2}}{t r(t)}+\frac{\left(\rho^{\prime}(t)\right)^{2}}{4 \rho(t)},
$$

hence

$$
2 \rho(t) q(t)(1-p(t-\sigma)) K M \frac{(t-\sigma)^{2}}{t r(t)}-\frac{\left(\rho^{\prime}(t)\right)^{2}}{\rho(t)} \leq-4 \Phi^{\prime}(t)
$$

Integrating the previous inequality from $t_{3}$ to $t$, where $t>t_{3}>t_{2}>t_{1}>t_{0}$

$$
\int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(s-\sigma)) K M \frac{(s-\sigma)^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq-\int_{t_{3}}^{t} 4 \Phi^{\prime}(s) d s
$$

so

$$
\int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(s-\sigma)) K M \frac{(s-\sigma)^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq 4 \Phi\left(t_{3}\right)-4 \Phi(t) .
$$

But $\Phi(t)>0$, so

$$
\int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(s-\sigma)) M K \frac{(s-\sigma)^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq 4 \Phi\left(t_{3}\right)
$$

hence
$\lim _{t \rightarrow \infty} \sup \int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(s-\sigma)) M K \frac{(s-\sigma)^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq 4 \Phi\left(t_{3}\right)<\infty$
which is a contradiction to (H6). Hence every solution of equation ( $2 N 1-A$ ) is
oscillatory. The proof is complete.

Now, we can generalize this theorem for general delay terms as the next theorem.

## Theorem 3.2.2:

Assume that $\left(H_{1}\right)-(H 5)$ hold and if
$\lim _{t \rightarrow \infty} \sup \int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(\sigma(s))) K M \frac{(\sigma(s))^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s=\infty$,
for sufficiently large $t_{1}>t_{0}$ and for $t_{3}>t_{2}>t_{1}$ holds, where $\tau, \sigma \in C\left[t_{0}, \infty\right)$
$0 \leq \tau(t) \leq t, \quad 0 \leq \sigma(t) \leq t, \quad \lim _{t \rightarrow \infty}(\tau(t))=\lim _{t \rightarrow \infty}(\sigma(t))=\infty$ and
$\rho(t) \in C^{\prime}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$, then equation $(2 N 1-B)$ is almost oscillatory.

## Proof:

Let $y(t)$ be a nonoscillatory solution of equation $(2 N 1-B)$. And suppose that $y(t)$ is a positive solution, where

$$
\begin{equation*}
z(t)=y(t)+p(t) y(\tau(t)) \tag{3.2.13}
\end{equation*}
$$

so, there exist two possible cases :
(I) $z(t)>0, z^{\prime}(t)<0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$,
(II) $z(t)>0, z^{\prime}(t)>0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$.

Consider

Case $(\boldsymbol{I}): z(t)>0, z^{\prime}(t)<0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$,

$$
\begin{equation*}
\left(r(t)(y(t)+p(t) y(\tau(t)))^{\prime}\right)^{\prime \prime}+f(t) y(\sigma(t))=0 \tag{2N1-B}
\end{equation*}
$$

so

$$
\left(r(t)(y(t)+p(t) y(\tau(t)))^{\prime}\right)^{\prime \prime}=-f(t) y(\sigma(t))
$$

using (3.2.13) we have

$$
\left(r(t) z^{\prime}(t)\right)^{\prime \prime}=-f(t) y(\sigma(t))
$$

but $q(t) \leq f(t)$, so

$$
-f(t) y(\sigma(t)) \leq-q(t) y(\sigma(t))
$$

But from inequality (2.2.4), we have $y(t) \geq m z(t)$, so

$$
y(\sigma(t)) \geq m z(\sigma(t))
$$

multiplying this inequality by $f(t)>0$, we have

$$
-f(t) y(\sigma(t)) \leq-m f(t) z(\sigma(t))
$$

hence

$$
\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq-m f(t) z(\sigma(t))
$$

so

$$
-\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \geq m f(t) z(\sigma(t))
$$

integrating the previous inequality from $t$ to $\infty$

$$
-\int_{t}^{\infty}\left(r(s) z^{\prime}(s)\right)^{\prime \prime} d s \geq \int_{t}^{\infty} m f(s) z(\sigma(s)) d s
$$

So

$$
-\left(\lim _{\lambda \rightarrow \infty}\left(r(\lambda) z^{\prime}(\lambda)\right)^{\prime}-\left(r(t) z^{\prime}(t)\right)^{\prime}\right) \geq \int_{t}^{\infty} m f(s) z(\sigma(s)) d s
$$

So

$$
\left(r(t) z^{\prime}(t)\right)^{\prime} \geq \lim _{\lambda \rightarrow \infty}\left(r(\lambda) z^{\prime}(\lambda)\right)^{\prime}+\int_{t}^{\infty} m f(s) z(\sigma(s)) d s
$$

but $\lim _{\lambda \rightarrow \infty}\left(r(\lambda) z^{\prime}(\lambda)\right)^{\prime}<0$, so

$$
\left(r(t) z^{\prime}(t)\right)^{\prime} \geq \int_{t}^{\infty} m f(s) z(\sigma(s)) d s
$$

From Theorem 2.2.1, we have $z(\sigma(t)) \geq k$,
hence

$$
\left(r(t) z^{\prime}(t)\right)^{\prime} \geq \int_{t}^{\infty} m k f(s) d s .
$$

And the rest of the proof of this case is the same as the proof of case (I) in Theorem 3.2.1.

Case $(\mathbf{I I}): z(t)>0, z^{\prime}(t)>0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0,\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$,
$z(t)$ is an increasing function, so for $t \geq \sigma(t)>0 \Rightarrow z(t)>z(\sigma(t))$.

Also $t \geq \tau(t)>0 \Rightarrow \sigma(t) \geq \tau(\sigma(t))>0$.

But

$$
z(t)=y(t)+p(t) y(\tau(t))
$$

so

$$
\begin{equation*}
z(\sigma(t))=y(\sigma(t))+p(\sigma(t)) y(\tau(\sigma(t))) \tag{3.2.14}
\end{equation*}
$$

hence

$$
y(\sigma(t))=z(\sigma(t))-p(\sigma(t)) y(\tau(\sigma(t)))
$$

but $t \geq \tau(t)$ and $t \geq \sigma(t)$, so $t \geq \sigma(t) \geq \tau(\sigma(t))$, and

$$
z(t) \geq z(\sigma(t)) \geq z(\tau(\sigma(t))) \geq y(\tau(\sigma(t))),
$$

so

$$
y(\sigma(t)) \geq z(\sigma(t))-p(\sigma(t)) z(\sigma(t))
$$

hence

$$
\begin{equation*}
y(\sigma(t)) \geq(1-p(\sigma(t))) z(\sigma(t)) \tag{3.2.15}
\end{equation*}
$$

Integrating $\left(r(u) z^{\prime}(u)\right)^{\prime}$ from $t_{1}$ to $t$ gives

$$
\int_{t_{1}}^{t}\left(r(u) z^{\prime}(u)\right)^{\prime} d u=r(t) z^{\prime}(t)-r\left(t_{1}\right) z^{\prime}\left(t_{1}\right), \text { where } t>t_{1} \geq t_{0}
$$

And following the same steps used in proving case (II) in Theorem 3.2.1, we

$$
\begin{gather*}
\left(\frac{\left(r(t) z^{\prime}(t)\right)}{\left(t-t_{1}\right)}\right)^{\prime} \leq 0  \tag{3.2.16}\\
\frac{z(t)}{r(t) z^{\prime}(t)} \geq \frac{1}{\left(t-t_{1}\right)} \int_{t_{2}}^{t} \frac{\left(s-t_{1}\right)}{r(s)} d s \tag{3.2.17}
\end{gather*}
$$

$$
\text { for } t \geq t_{2} \geq t_{1} \geq t_{0}
$$

Define a function

$$
\varphi(t)=\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{r(t) z^{\prime}(t)}
$$

Differentiating $\varphi(t)$ and following the same steps used in proving case (II) in Theorem 3.2.1, we have again

$$
\varphi^{\prime}(t)=\frac{\rho^{\prime}(t)}{\rho(t)} \varphi(t)+\rho(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime \prime}}{r(t) z^{\prime}(t)}-\frac{(\varphi(t))^{2}}{\rho(t)}
$$

We consider $f(t)>0$, so from (3.2.14) and $q(t) \leq f(t) \Longrightarrow-q(t) \geq-f(t)$,
we have

$$
-f(t) y(\sigma(t)) \leq-f(t)(1-p(\sigma(t))) z(\sigma(t))
$$

and since $\left(r(t) z^{\prime}(t)\right)^{\prime \prime}=-f(t) y(\sigma(t))$

$$
\begin{equation*}
\Rightarrow\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq-q(t)(1-p(\sigma(t))) z(\sigma(t)) \tag{3.2.18}
\end{equation*}
$$

hence

$$
\varphi^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \varphi(t)+\rho(t) \frac{-q(t)(1-p(\sigma(t))) z(\sigma(t))}{r(t) z^{\prime}(t)}-\frac{(\varphi(t))^{2}}{\rho(t)}
$$

$$
\varphi^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \varphi(t)-\rho(t) q(t)(1-p(\sigma(t))) \frac{z(\sigma(t))}{r(t) z^{\prime}(t)}-\frac{(\varphi(t))^{2}}{\rho(t)}
$$

So

$$
\begin{equation*}
\varphi^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \varphi(t)-\rho(t) q(t)(1-p(\sigma(t))) \frac{z(\sigma(t))}{z^{\prime}(\sigma(t))} \frac{z^{\prime}(\sigma(t))}{z^{\prime}(t)} \frac{1}{r(t)}-\frac{(\varphi(t))^{2}}{\rho(t)} . \tag{3.2.19}
\end{equation*}
$$

Using $r(t)>0, r^{\prime}(t) \geq 0, r^{\prime \prime}(t) \geq 0,\left(r(t) z^{\prime}(t)\right)^{\prime}>0$, and $\left(r(t) z^{\prime}(t)\right)^{\prime \prime} \leq 0$
for $t \geq t_{0}$, we have $z^{\prime \prime}(t)>0, z^{\prime \prime \prime}(t) \leq 0$. Applying Lemma 1.1.2 and

Lemma 1.1.4, we have

$$
\frac{z(\sigma(t))}{z^{\prime}(\sigma(t))} \geq \frac{1}{2} M(\sigma(t)) \text { and } \frac{z^{\prime}(\sigma(t))}{z^{\prime}(t)} \geq K \frac{(\sigma(t))}{t}, \text { where } K, M \in(0,1) .
$$

Hence

$$
\frac{z(\sigma(t))}{z^{\prime}(\sigma(t))} \frac{z^{\prime}(t-\sigma)}{z^{\prime}(t)} \geq \frac{K M}{2} \frac{(\sigma(t))^{2}}{t}
$$

and using it in (3.2.19), we get

$$
\begin{equation*}
\varphi^{\prime}(t) \leq-\rho(t) q(t)(1-p(\sigma(t))) \frac{K M}{2} \frac{(\sigma(t))^{2}}{t r(t)}+\left[\frac{\rho^{\prime}(t)}{\rho(t)} \varphi(t)-\frac{1}{\rho(t)}(\varphi(t))^{2}\right] . \tag{3.2.20}
\end{equation*}
$$

Now let $v=\frac{\rho^{\prime}(t)}{\rho(t)}, u=\frac{1}{\rho(t)}, x=\varphi(t)$ and applying Lemma 1.1.1, we have

$$
\left[\frac{\rho^{\prime}(t)}{\rho(t)} \varphi(t)-\frac{1}{\rho(t)}(\varphi(t))^{2}\right] \leq \frac{1}{4} \frac{\left(\frac{\rho^{\prime}(t)}{\rho(t)}\right)^{2}}{\left(\frac{1}{\rho(t)}\right)},
$$

or

$$
\begin{equation*}
\left[\frac{\rho^{\prime}(t)}{\rho(t)} \varphi(t)-\frac{1}{\rho(t)}(\varphi(t))^{2}\right] \leq \frac{\left(\rho^{\prime}(t)\right)^{2}}{4 \rho(t)} \tag{3.2.21}
\end{equation*}
$$

and using (3.2.21) in (3.2.20), we have

$$
\varphi^{\prime}(t) \leq-\rho(t) q(t)(1-p(\sigma(t))) \frac{K M}{2} \frac{(\sigma(t))^{2}}{t r(t)}+\frac{\left(\rho^{\prime}(t)\right)^{2}}{4 \rho(t)},
$$

hence

$$
\rho(t) q(t)(1-p(\sigma(t))) \frac{K M}{2} \frac{(\sigma(t))^{2}}{t r(t)}-\frac{\left(\rho^{\prime}(t)\right)^{2}}{4 \rho(t)} \leq-\varphi^{\prime}(t) .
$$

Integrating the last inequality from $t_{3}$ to $t$ where $t>t_{3}>t_{2}>t_{1} \geq t_{0}$

$$
\int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(\sigma(s))) K M \frac{(\sigma(s))^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq-\int_{t_{3}}^{t} 4 \varphi^{\prime}(s) d s
$$

so

$$
\int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(\sigma(s))) K M \frac{(\sigma(s))^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq 4 \varphi\left(t_{3}\right)-4 \varphi(t)
$$

but $\varphi(t)>0$, hence

$$
\int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(\sigma(s))) K M \frac{(\sigma(s))^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq 4 \varphi\left(t_{3}\right)
$$

Take the $\lim _{t \rightarrow \infty}$ sup, we get

$$
\lim _{t \rightarrow \infty} \sup \int_{t_{3}}^{t}\left[2 \rho(s) q(s)(1-p(\sigma(s))) K M \frac{(\sigma(s))^{2}}{s r(s)}-\frac{\left(\rho^{\prime}(s)\right)^{2}}{\rho(s)}\right] d s \leq 4 \varphi\left(t_{3}\right)<\infty
$$

which is a contradiction to ( $H 6$ ). Hence every solution of equation ( $2 N 1-B$ ) is oscillatory. The proof is complete.

### 3.3 Illustrating Examples:

## Example 3.3.1:

Consider the neutral delay differential equation,

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\left(e^{-t} \frac{d}{d t}\left(y(t)+\frac{1}{2} y(t-2 \pi)\right)\right)+3 e^{-t} y(t-\pi)=0 \tag{3.3.1}
\end{equation*}
$$

Here $\sigma=\pi, \quad \tau=2 \pi, r(t)=e^{-t}, \quad p(t)=\frac{1}{2}, f(t)=e^{-t}, q(t)=\frac{s}{(s-\pi)^{2}}$,
and take $\rho(t)=1 . R(t)=\int_{t}^{\infty} \frac{1}{e^{-s}} d s=\int_{t}^{\infty} e^{s} d s=\infty$, and applying

Theorem 3.2.1, then all conditions are satisfied. Hence all solutions of
(3.3.1) are oscillatory or converge to zero. One of these solutions is $y(t)=\sin t$.

## Example 3.3.2:

Consider the third order neutral delay differential equation

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\left(t \frac{d}{d t}\left(y(t)+k_{1} y\left(\frac{t}{2}\right)\right)\right)+k_{2} t y(t)=0 \tag{3.3.2}
\end{equation*}
$$

$k_{1} \in[0,1), k_{2} \geq 0, t \geq 1$.

Here, $\rho(t)=1, r(t)=t, p(t)=k_{1}, f(t)=k_{2} t, q(t)=\frac{1}{t^{2}}$
and $R(t)=\int_{t}^{\infty} \frac{1}{t} d s=\infty$,
applying Theorem 3.2.1, then all conditions are satisfied. Hence all solutions of equation (3.3.2) are oscillatory or converge to zero.

## Chapter Four

## Oscillation of Solution of the Equation of the Form

$$
(1 N 1-A) \text { and }(1 N 1-B)
$$

### 4.1 Introduction :

This chapter discusses the oscillation of solutions for the third order neutral delay differential equation of the form
$\frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))\right)\right)+f(t) y(t-\sigma)=0$
which is appeared at the end of the paper of K. V. V. Seshagiri Rao [13].

So, we will prove theorems concerning this form . And we will also
consider the more general delay form

$$
\frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))\right)\right)+f(t) y(\sigma(t))=0
$$

In this chapter we always assume that
$(H 1): r_{1}(t), r_{2}(t), p(t), f(t) \in C\left(\left[t_{0}, \infty\right)\right), r_{1}(t)>0, r_{2}(t)>0, p(t)>0$, $f(t)>0, r_{1}(t) \in C^{2}\left(\left[t_{0}, \infty\right)\right), r_{2}(t) \in C^{1}\left(\left[t_{0}, \infty\right)\right), r_{2}{ }^{\prime}(t) \geq 0, r_{1}{ }^{\prime \prime}(t) \geq 0$
$(H 2): 0 \leq p(t) \leq p_{1}<1, p(t) \in C\left(\left[t_{0}, \infty\right)\right)$.
(H3): There exists a positive decreasing function $q(t)$ such that $f(t) \geq q(t)$

$$
\text { for } \left.t \in\left[t_{0}, \infty\right) \text {. ( i e : } q(t)>0, q^{\prime}(t)<0, q(t) \leq f(t) \forall t \geq t_{0}\right)
$$

And set

$$
R_{1}(t)=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s, \quad R_{2}(t)=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s
$$

There are three possibilities for $R_{1}(t)$ and $R_{2}(t)$

$$
\begin{align*}
& R_{1}(t)=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s=\infty, \quad R_{2}(s)=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s=\infty  \tag{4.1.1}\\
& R_{1}(t)=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s=\infty, \quad R_{2}(t)=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s<\infty  \tag{4.1.2}\\
& R_{1}(t)=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s<\infty, \quad R_{2}(t)=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s<\infty . \tag{4.1.3}
\end{align*}
$$

### 4.2 Oscillation of Solution Conditions of the Equation ( $1 N 1-A$ )

## Theorem 4.2.1:

Assume that (4.1.1) and $(H 1)-(H 3)$ hold and if for some function $\rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$ for all sufficiently large $t_{1} \geq t_{0}$ and for $t_{3}>t_{2}>t_{1}$
where $\rho(t)>0, \rho^{\prime}(t) \geq 0$, one has
$\lim _{t \rightarrow \infty} \sup \int_{t_{3}}^{t}\left[\rho(s) q(s)\left(1-p(s-\sigma) \frac{\int_{t_{2}}^{s-\sigma}\left[\int_{t_{1}}^{v} \frac{1}{r_{2}(u)} d u \frac{1}{r_{1}(v)}\right] d v}{\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u}-\frac{r_{2}(s)\left(\rho^{\prime}(s)\right)^{2}}{4 \rho(s)}\right] d s=\infty\right.$
or

$$
\begin{equation*}
\int_{t_{0}}^{\infty} \frac{1}{r_{1}(v)} \int_{v}^{\infty} \frac{1}{r_{2}(u)} \int_{u}^{\infty} f(s) d s d u d v=\infty \tag{4.2.2}
\end{equation*}
$$

Then $(1 N 1-A)$ is almost oscillatory, where $0 \leq \tau \leq \mathrm{t}, 0 \leq \sigma \leq t$,
$\sigma, \tau$ constants and $\lim _{t \rightarrow \infty}(t-\tau)=\lim _{t \rightarrow \infty}(t-\sigma)=\infty$

## Proof:

Suppose that $y(t)$ is a positive solution and

$$
\begin{equation*}
z(t)=y(t)+p(t) y(t-\tau) . \tag{4.2.3}
\end{equation*}
$$

There exists two possible cases:
(I) $z(t)>0, z^{\prime}(t)>0,\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}>0,\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq 0$,
(II) $z(t)>0, z^{\prime}(t)<0,\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}>0,\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq 0$,
for $t>t_{1}, t_{1}$ is large enough.

Case $(\boldsymbol{I}): z(t)>0, z^{\prime}(t)>0,\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}>0,\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq 0$.

Let

$$
\begin{equation*}
\omega(t)=\rho(t) \frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)}, t \geq t_{1}, \rho(t)>0, \rho^{\prime}(t)>0 \tag{4.2.4}
\end{equation*}
$$

it is clear that $\varphi(t)>0$,
$z(t)$ is an increasing function, so for $t \geq t-\sigma \geq 0 \Rightarrow z(t) \geq z(t-\sigma)$
$z(t)=y(t)+p(t) y(t-\tau) \Rightarrow z(t) \geq y(t)$ and $z(t-\sigma) \geq y(t-\sigma)$,
hence $z(t) \geq y(t-\sigma)$

So, $z(t) \leq y(t)+p(t) z(t-\sigma)$ and so $z(t) \leq y(t)+p(t) z(t)$,
hence $z(t)-p(t) z(t) \leq y(t)$ which implies

$$
\begin{gather*}
y(t) \geq(1-p(t)) z(t)  \tag{4.2.5}\\
\left.\int_{t_{1}}^{t}\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} d s=r_{1}(s) z^{\prime}(s)\right]_{t_{1}}^{t}=r_{1}(t) z^{\prime}(t)-r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right),
\end{gather*}
$$

the function $r_{1}(t) z^{\prime}(t)$ is positive increasing and $t>t_{1}$, so we get

$$
\begin{equation*}
\int_{t_{1}}^{t}\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} d s \leq r_{1}(t) z^{\prime}(t) \tag{4.2.6}
\end{equation*}
$$

Since $r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}$ is positive decreasing function and

$$
\begin{gathered}
\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \geq 0 \text { we have } \\
t \geq s \Rightarrow r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \leq r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} \\
\Rightarrow\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} \geq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \frac{1}{r_{2}(s)} \\
\int_{t_{1}}^{t}\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} d s \geq \int_{t_{1}}^{t} r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \frac{1}{r_{2}(s)} d s
\end{gathered}
$$

hence

$$
\begin{equation*}
\int_{t_{1}}^{t}\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} d s \geq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s \tag{4.2.7}
\end{equation*}
$$

From (4.2.6) and (4.2.7), we get

$$
\begin{equation*}
r_{1}(t) z^{\prime}(t) \geq \int_{t_{1}}^{t} \frac{r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime}}{r_{2}(s)} d s \geq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s \tag{4.2.8}
\end{equation*}
$$

From (4.2.8), we have

$$
r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s-r_{1}(t) z^{\prime}(t) \leq 0
$$

dividing by $r_{2}(t)\left(\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s\right)^{2}>0$, we get

$$
\frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s-r_{1}(t) z^{\prime}(t)}{r_{2}(t)\left(\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s\right)^{2}} \leq 0
$$

So we have

$$
\begin{equation*}
\left(\frac{r_{1}(t) z^{\prime}(t)}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}\right)^{\prime} \leq 0 \tag{4.2.9}
\end{equation*}
$$

hence $\frac{r_{1}(t) z^{\prime}(t)}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}$ is positive nonincreasing function for $t \geq t_{1}$.

For $t \geq s \geq t_{1}$ we have

$$
\begin{equation*}
\frac{r_{1}(t) z^{\prime}(t)}{\int_{t_{1}}^{t} \frac{1}{r_{2}(u)} d u} \leq \frac{r_{1}(s) z^{\prime}(s)}{\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u} \tag{4.2.10}
\end{equation*}
$$

But $\int_{t_{2}}^{t} z^{\prime}(s) d s=z(t)-z\left(t_{2}\right)$, so $z(t)=z\left(t_{2}\right)+\int_{t_{2}}^{t} z^{\prime}(s) d s$
since $z(t)$ is increasing and $t \geq t_{2}$, we have

$$
z(t) \geq \int_{t_{2}}^{t} z^{\prime}(s) d s
$$

multiplying and dividing by $r_{1}(s) \int_{t_{1}}^{t} \frac{1}{r_{2}(u)} d u$ the last inequality becomes

$$
z(t) \geq \int_{t_{2}}^{t} z^{\prime}(s) \frac{r_{1}(s) \int_{t_{1}}^{t} \frac{1}{r_{2}(u)} d u}{r_{1}(s) \int_{t_{1}}^{t} \frac{1}{r_{2}(u)} d u} d s
$$

Arranging the last inequality gives

$$
z(t) \geq \int_{t_{2}}^{t} \frac{r_{1}(s) z^{\prime}(s)}{\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u} \frac{\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u}{r_{1}(s)} d s
$$

using the previous inequality and (4.2.10), we get

$$
z(t) \geq \int_{t_{2}}^{t} \frac{r_{1}(t) z^{\prime}(t)}{\int_{t_{1}}^{t} \frac{1}{r_{2}(u)} d u} \frac{\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u}{r_{1}(s)} d s
$$

so, we have

$$
z(t) \geq \frac{r_{1}(t) z^{\prime}(t)}{\int_{t_{1}}^{t} \frac{1}{r_{2}(u)} d u} \int_{t_{2}}^{t} \frac{\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u}{r_{1}(s)} d s
$$

hence

$$
\begin{equation*}
\frac{z(t)}{r_{1}(t) z^{\prime}(t)} \geq \frac{\int_{t_{2}}^{t}\left[\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{2}(u)} d u} \tag{4.2.11}
\end{equation*}
$$

where $t \geq t_{2}>t_{1}$.

Differentiating $\quad \omega(t)=\rho(t) \frac{\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)}$ gives

$$
\begin{aligned}
& \omega^{\prime}(t)=\rho(t)\left(\frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)}\right)^{\prime}+\rho^{\prime}(t) \frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} \\
& \omega^{\prime}(t)=\rho(t) \frac{r_{1}(t) z^{\prime}(t)\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}-r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} \\
& +\rho^{\prime}(t) \frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} \\
& \omega^{\prime}(t)=\rho(t) \frac{r_{1}(t) z^{\prime}(t)\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}}-\rho(t) \frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} \\
& +\rho^{\prime}(t) \frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} \\
& \omega^{\prime}(t)=\rho(t) \frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\rho(t) \frac{r_{2}(t)\left[\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{2}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}}+\frac{\rho^{\prime}(t)}{\rho(t)} \frac{\rho(t) r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} \\
& \omega^{\prime}(t)=\rho(t) \frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\frac{(\rho(t))^{2}}{\rho(t) r_{2}(t)} \frac{\left(r_{2}(t)\right)^{2}\left[\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{2}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} \\
& +\frac{\rho^{\prime}(t)}{\rho(t)} \rho(t) \frac{\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} .
\end{aligned}
$$

Using $\omega(t)$ in $\omega^{\prime}(t)$ gives

$$
\begin{gather*}
\omega^{\prime}(t)=\rho(t) \frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\frac{(\omega(t))^{2}}{\rho(t) r_{2}(t)}+\frac{\rho^{\prime}(t)}{\rho(t)} \omega(t) \\
\omega^{\prime}(t)=\frac{\rho^{\prime}(t)}{\rho(t)} \omega(t)+\rho(t) \frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\frac{(\omega(t))^{2}}{\rho(t) r_{2}(t)} . \tag{4.2.12}
\end{gather*}
$$

But

$$
\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}=-f(t) y(t-\sigma)
$$

and using (4.2.5), we have

$$
\begin{equation*}
-\rho(t) f(t) y(t-\sigma) \leq-\rho(t) f(t)(1-p(t-\sigma)) z(t-\sigma) \tag{4.2.13}
\end{equation*}
$$

Putting (4.2.13) in (4.2.12), we get

$$
\omega^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \cdot \omega(t)-\rho(t) f(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{r_{1}(t) z^{\prime}(t)}-\frac{(\omega(t))^{2}}{\rho(t) r_{2}(t)}
$$

so

$$
\omega^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \omega(t)-\rho(t) f(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{r_{1}(t) z^{\prime}(t)} \frac{r_{1}(t-\sigma) z^{\prime}(t-\sigma)}{r_{1}(t-\sigma) z^{\prime}(t-\sigma)}-\frac{(\omega(t))^{2}}{\rho(t) r_{2}(t)},
$$

hence

$$
\begin{gather*}
\omega^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \omega(t)-\rho(t) f(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{r_{1}(t-\sigma) z^{\prime}(t-\sigma)} \frac{r_{1}(t-\sigma) z^{\prime}(t-\sigma)}{r_{1}(t) z^{\prime}(t)} \\
-\frac{(\omega(t))^{2}}{\rho(t) r_{2}(t)} \tag{4.2.14}
\end{gather*}
$$

Using (4.2.9) and definition of nonincreasing functions and positivity, we have for

$$
t \geq t-\sigma \Rightarrow 0<\frac{r_{1}(t) z^{\prime}(t)}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s} \leq \frac{r_{1}(t-\sigma) z^{\prime}(t-\sigma)}{\int_{t_{1}}^{t-\sigma} \frac{1}{r_{2}(s)} d s}
$$

$$
\begin{equation*}
\Rightarrow \quad 0<\frac{r_{1}(t-\sigma) z^{\prime}(t-\sigma)}{r_{1}(t) z^{\prime}(t)} \leq \frac{\int_{t_{1}}^{t-\sigma} \frac{1}{r_{2}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s} \tag{4.2.15}
\end{equation*}
$$

Using (4.2.11) and (4.2.15) in (4.2.14), we have

$$
\omega^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \omega(t)-\rho(t) f(t)(1-p(t-\sigma)) \frac{\int_{t_{2}}^{t-\sigma}\left[\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t-\sigma} \frac{1}{r_{2}(u)} d u} \frac{\int_{t_{1}}^{t-\sigma} \frac{1}{r_{2}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}-\frac{(\omega(t))^{2}}{\rho(t) r_{2}(t)}
$$

hence

$$
\omega^{\prime}(t) \leq \frac{\rho^{\prime}(t)}{\rho(t)} \cdot \omega(t)-\rho(t) f(t)(1-p(t-\sigma)) \frac{\int_{t_{2}}^{t-\sigma}\left[\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}-\frac{(\omega(t))^{2}}{\rho(t) r_{2}(t)}
$$

so

$$
\begin{align*}
\omega^{\prime}(t) \leq-\rho(t) f(t)(1-p(t-\sigma)) & \frac{\int_{t_{2}}^{t-\sigma}\left[\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s} \\
& +\left[\frac{\rho^{\prime}(t)}{\rho(t)} \cdot \omega(t)-\frac{1}{\rho(t) r_{2}(t)}(\omega(t))^{2}\right] \tag{4.2.16}
\end{align*}
$$

Using $u=\frac{1}{\rho(t) r_{2}(t)}, v=\frac{\rho^{\prime}(t)}{\rho(t)}, x=\omega(t)$ and applying Lemma 1.1.1,
we have

$$
\frac{\rho^{\prime}(t)}{\rho(t)} \omega(t)-\frac{1}{\rho(t) r_{2}(t)}(\omega(t))^{2} \leq \frac{1}{4} \frac{\left(\frac{\rho^{\prime}(t)}{\rho(t)}\right)^{2}}{\left(\frac{1}{\rho(t) r_{2}(t)}\right)}
$$

which gives

$$
\begin{equation*}
\frac{\rho^{\prime}(t)}{\rho(t)} \cdot \omega(t)-\frac{1}{\rho(t) r_{2}(t)}(\omega(t))^{2} \leq \frac{1}{4} \frac{r_{2}(t)\left(\rho^{\prime}(t)\right)^{2}}{\rho(t)} \tag{4.2.17}
\end{equation*}
$$

Substituting (4.2.17) in (4.2.16) and using $f(t) \geq q(t)$ gives
$\omega^{\prime}(t) \leq-\rho(t) q(t)(1-p(t-\sigma)) \frac{\int_{t_{2}}^{t-\sigma}\left[\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}+\frac{1}{4} \frac{r_{2}(t)\left(\rho^{\prime}(t)\right)^{2}}{\rho(t)}$,
hence
$\rho(t) q(t)(1-p(t-\sigma)) \frac{\int_{t_{2}}^{t-\sigma}\left[\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}-\frac{r_{2}(t)\left(\rho^{\prime}(t)\right)^{2}}{4 \rho(t)} \leq-\omega^{\prime}(t)$.

Integrating the last inequality from $t_{3}$ to $t$ where $t>t_{3}>t_{2} \geq 0$, we get

$$
\begin{aligned}
& \int_{t_{3}}^{t}\left[\rho(s) q(s)(1-p(s-\sigma)) \frac{\int_{t_{2}}^{s-\sigma}\left[\int_{t_{1}}^{v} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(v)} d v}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}-\frac{r_{2}(s)\left(\rho^{\prime}(s)\right)^{2}}{4 \rho(s)}\right] d s \leq-\int_{t_{3}}^{t} \omega^{\prime}(s) d s \\
& \int_{t_{3}}^{t}\left[\rho(s) q(s)(1-p(s-\sigma)) \frac{\int_{t_{2}}^{s-\sigma}\left[\int_{t_{1}}^{v} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(v)} d v}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}-\frac{r_{2}(s)\left(\rho^{\prime}(s)\right)^{2}}{4 \rho(s)}\right] d s \leq \int_{t}^{t_{3}} \omega^{\prime}(s) d s \\
& \int_{t_{3}}^{t}\left[\rho(s) q(s)(1-p(s-\sigma)) \frac{\int_{t_{2}}^{s-\sigma}\left[\int_{t_{1}}^{v} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(v)} d v}{\left.\int_{t_{1} \frac{1}{r_{2}(s)} d s}^{t}-\frac{r_{2}(s)\left(\rho^{\prime}(s)\right)^{2}}{4 \rho(s)}\right] d s \leq \omega\left(t_{3}\right)-\omega(t)}\right.
\end{aligned}
$$

But $\omega(t)>0$, so

$$
\int_{t_{3}}^{t}\left[\rho(s) q(s)(1-p(s-\sigma)) \frac{\int_{t_{2}}^{s-\sigma}\left[\int_{t_{1}}^{v} \frac{1}{r_{2}(u)} d u\right] \frac{1}{r_{1}(v)} d v}{\int_{t_{1}}^{t} \frac{1}{r_{2}(s)} d s}-\frac{r_{2}(s)\left(\rho^{\prime}(s)\right)^{2}}{4 \rho(s)}\right] d s \leq \omega\left(t_{3}\right)<\infty
$$

Which contradicts (4.2.1).

Case $(\boldsymbol{I I}): z(t)>0, z^{\prime}(t)<0,\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}>0,\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq 0$.

From equation $(1 N 1-A)$, we have

$$
\left[r_{2}(t)\left(r_{1}(t)(y(t)+p(t) y(t-\tau))^{\prime}\right)^{\prime}\right]^{\prime}=-f(t) y(t-\sigma)
$$

and using equation (4.2.3) , we have

$$
\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}=-f(t) y(t-\sigma)
$$

In proving case ( $I$ ) in Theorem 2.2.1, we had equation (2.2.4) which is

$$
y(t)>m z(t)
$$

so

$$
y(t-\sigma) \geq m z(t-\sigma)
$$

multiplying this inequality by $f(t)>0$, we have

$$
-f(t) y(t-\sigma) \leq-m f(t) z(t-\sigma)
$$

hence

$$
\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq-m f(t) z(t-\sigma)
$$

so

$$
-\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \geq m f(t) z(t-\sigma)
$$

Integrating the previous inequality from $t$ to $\infty$
$-\int_{t}^{\infty}\left[r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime}\right]^{\prime} d s \geq \int_{t}^{\infty} m f(s) z(s-\sigma) d s$,
so
$-\left(\lim _{\lambda \rightarrow \infty} r_{2}(\lambda)\left(r_{1}(\lambda) z^{\prime}(\lambda)\right)^{\prime}-r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right) \geq \int_{t}^{\infty} m f(s) z(s-\sigma) d s$,
hence

$$
r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \geq \lim _{\lambda \rightarrow \infty} r_{2}(\lambda)\left(r_{1}(\lambda) z^{\prime}(\lambda)\right)^{\prime}+\int_{t}^{\infty} m f(s) z(s-\sigma) d s
$$

Using inequality (2.2.2), we have

$$
z(t-\sigma) \geq k
$$

hence

$$
r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \geq \int_{t}^{\infty} m k f(s) d s,
$$

dividing by $r_{2}(t)>0$, we get

$$
\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \geq \frac{m k}{r_{2}(t)} \int_{t}^{\infty} f(s) d s
$$

Integrating this inequality from $t$ to $\infty$ gives

$$
\int_{t}^{\infty}\left(r_{1}(u) z^{\prime}(u)\right)^{\prime} d u \geq \int_{t}^{\infty} \frac{m k}{r_{2}(u)}\left[\int_{u}^{\infty} f(s) d s\right] d u
$$

$$
\lim _{\lambda \rightarrow \infty} r_{1}(\lambda) z^{\prime}(\lambda)-r_{1}(t) z^{\prime}(t) \geq m k \int_{t}^{\infty} \frac{1}{r_{2}(u)}\left[\int_{u}^{\infty} f(s) d s\right] d u .
$$

So

$$
-r_{1}(t) z^{\prime}(t) \geq-\lim _{\lambda \rightarrow \infty} r_{1}(\lambda) z^{\prime}(\lambda)+m k \int_{t}^{\infty} \frac{1}{r_{2}(u)}\left[\int_{u}^{\infty} f(s) d s\right] d u,
$$

$r_{1}(u) z^{\prime}(u)$ is a negative continuous increasing function, hence

$$
-r_{1}(t) z^{\prime}(t) \geq m k \int_{t}^{\infty} \frac{1}{r_{2}(u)}\left[\int_{u}^{\infty} f(s) d s\right] d u
$$

dividing by $-r_{1}(t)<0$, we get

$$
\begin{gathered}
\frac{-r_{1}(t) z^{\prime}(t)}{-r_{1}(t)} \leq \frac{-m k}{r_{1}(t)} \int_{t}^{\infty} \frac{1}{r_{2}(u)}\left[\int_{u}^{\infty} f(s) d s\right] d u \\
z^{\prime}(t) \leq \frac{-m k}{r_{1}(t)} \int_{t}^{\infty} \frac{1}{r_{2}(u)}\left[\int_{u}^{\infty} f(s) d s\right] d u
\end{gathered}
$$

Integrating the last inequality from $t_{0}$ to $t$, we get

$$
\int_{t_{0}}^{t} z^{\prime}(v) d v \leq-m k \int_{t_{0}}^{t}\left[\frac{1}{r_{1}(v)} \int_{v}^{\infty}\left(\frac{1}{r_{2}(u)} \int_{u}^{\infty} f(s) d s\right) d u\right] d v
$$

so

$$
z(t)-z\left(t_{1}\right) \leq-m k \int_{t_{0}}^{t}\left[\frac{1}{r_{1}(v)} \int_{v}^{\infty}\left(\frac{1}{r_{2}(u)} \int_{u}^{\infty} f(s) d s\right) d u\right] d v
$$

hence

$$
z(t)+m k \int_{t_{0}}^{t}\left[\frac{1}{r_{2}(v)} \int_{v}^{\infty}\left(\frac{1}{r_{1}(u)} \int_{u}^{\infty} f(s) d s\right) d u\right] d v \leq z\left(t_{1}\right)
$$

But $z(t)>0$, so

$$
m k \int_{t_{1}}^{t}\left[\frac{1}{r_{1}(v)} \int_{v}^{\infty}\left(\frac{1}{r_{2}(u)} \int_{u}^{\infty} f(s) d s\right) d u\right] d v \leq z\left(t_{1}\right)
$$

Thus

$$
\int_{t_{0}}^{t}\left[\frac{1}{r_{1}(v)} \int_{v}^{\infty}\left(\frac{1}{r_{2}(u)} \int_{u}^{\infty} f(s) d s\right) d u\right] d v \leq \frac{z\left(t_{1}\right)}{m k}<\infty
$$

This is a contradiction to (4.2.2), hence $k$ must be zero.
But $0 \leq y(t) \leq z(t)$, so

$$
\lim _{t \rightarrow \infty} 0 \leq \lim _{t \rightarrow \infty} y(t) \leq \lim _{t \rightarrow \infty} z(t)=0 \Rightarrow \lim _{t \rightarrow \infty} y(t)=0
$$

And the proof is complete .

## Theorem 4.2.2 :

Assume that (4.1.2) and (H1) - (H3) hold, if for some function $\rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$ for all sufficiently large $t_{1}>t_{0}$ and for $t_{3}>t_{2}>t_{1}$ where $\rho(t)>0, \rho^{\prime}(t) \geq 0$, one has equations (4.2.1) and (4.2.2). If

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup \int_{t_{2}}^{t}\left(R_{2}(s) q(s)\left(1-p(s-\sigma) \int_{t_{1}}^{s-\sigma} \frac{d v}{r_{1}(v)}-\frac{1}{4 R_{2}(s) r_{1}(s)}\right) d s=\infty\right. \tag{4.2.18}
\end{equation*}
$$

where $\quad R_{2}(t):=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s, \quad 0 \leq \tau \leq \mathrm{t}, \quad 0 \leq \sigma \leq t, \sigma, \tau$ constants and
$\lim _{t \rightarrow \infty}(t-\tau)=\lim _{t \rightarrow \infty}(t-\sigma)=\infty$. Then equation $(1 N 1-A)$ is almost oscillatory.

## Proof:

Suppose that $y(t)$ is a positive solution and

$$
\begin{equation*}
z(t)=y(t)+p(t) y(t-\tau) . \tag{4.2.19}
\end{equation*}
$$

There are three possible cases (I), (II) as in Theorem 4.2.1, and

$$
(I I I) z(t)>0, \quad z^{\prime}(t)>0, \quad\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}<0,\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq 0 .
$$

Assume that case (I) and case (II) hold, respectively . We can obtain the conclusion of Theorem 4.2.2 by applying the proof of Theorem 4.2.1.

Assume case (III) holds. $r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}$ is a negative continuous decreasing function from $\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq 0$. So for $s \geq t \geq t_{1} \geq 0$, we have

$$
r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} \leq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime},
$$

dividing by $r_{2}(s)>0$ we have

$$
\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} \leq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \frac{1}{r_{2}(s)},
$$

integrating from $t$ to $\infty$ we have

$$
\int_{t}^{\infty}\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} d s \leq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t}^{\infty} \frac{1}{r_{2}(s)} d s
$$

$$
\lim _{\lambda \rightarrow \infty} r_{1}(\lambda) z^{\prime}(\lambda)-r_{1}(t) z^{\prime}(t) \leq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t}^{\infty} \frac{1}{r_{2}(s)} d s,
$$

hence

$$
-r_{1}(t) z^{\prime}(t) \leq-\lim _{\lambda \rightarrow \infty} r_{1}(\lambda) z^{\prime}(\lambda)+r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t}^{\infty} \frac{1}{r_{2}(s)} d s,
$$

so

$$
-r_{1}(t) z^{\prime}(t) \leq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t}^{\infty} \frac{1}{r_{2}(s)} d s
$$

hence

$$
-r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \int_{t}^{\infty} \frac{1}{r_{2}(s)} d s \leq r_{1}(t) z^{\prime}(t)
$$

dividing by $r_{1}(t) z^{\prime}(t)>0$ gives

$$
-\frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} \int_{t}^{\infty} \frac{1}{r_{2}(s)} d s \leq \frac{r_{1}(t) z^{\prime}(t)}{r_{1}(t) z^{\prime}(t)}
$$

so

$$
\begin{equation*}
-\frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} \int_{t}^{\infty} \frac{1}{r_{2}(s)} d s \leq 1 \tag{4.2.20}
\end{equation*}
$$

Using $R_{2}(t)=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s$ in (4.2.20) we have

$$
\begin{equation*}
-\frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} R_{2}(t) \leq 1 \tag{4.2.21}
\end{equation*}
$$

We define the function $\psi$ by

$$
\begin{equation*}
\psi(t)=\frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{r_{1}(t) z^{\prime}(t)} \tag{4.2.22}
\end{equation*}
$$

where $t \geq t_{1} \geq 0$.

Using (4.2.21) and (4.2.22), we get

$$
\begin{equation*}
-R_{2}(t) \psi(t) \leq 1 \tag{4.2.23}
\end{equation*}
$$

Differentiating (4.2.22), we obtain

$$
\begin{gather*}
\psi^{\prime}(t)=\frac{r_{1}(t) z^{\prime}(t)\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}-r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} \\
\psi^{\prime}(t)=\frac{r_{1}(t) z^{\prime}(t)\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}}-\frac{r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} \\
\psi^{\prime}(t)=\frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\frac{r_{2}(t)\left[\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{2}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} \\
\psi^{\prime}(t)=\frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\frac{r_{2}(t)}{r_{2}(t)} \frac{r_{2}(t)\left[\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{2}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} \\
\psi^{\prime}(t)=\frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\frac{1}{r_{2}(t)} \frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{2}}{\left(r_{1}(t) z^{\prime}(t)\right)^{2}} . \tag{4.2.24}
\end{gather*}
$$

Using (4.2.22) in (4.2.24), we get

$$
\begin{equation*}
\psi^{\prime}(t)=\frac{\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}}{r_{1}(t) z^{\prime}(t)}-\frac{1}{r_{2}(t)}(\psi(t))^{2} \tag{4.2.25}
\end{equation*}
$$

Since

$$
\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}<0, r_{1}(t) z^{\prime}(t)>0 \text { and } r_{2}(t)>0,
$$

we have

$$
\psi^{\prime}(t)<0,
$$

hence $\psi(t)$ is negative decreasing function.

But $\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}=-f(t) y(t-\sigma)$ and using (4.2.5), we have

$$
\begin{equation*}
-f(t) y(t-\sigma) \leq-f(t)(1-p(t-\sigma)) z(t-\sigma) \tag{4.2.26}
\end{equation*}
$$

putting (4.2.26) in (4.2.25), we obtain

$$
\begin{align*}
\psi^{\prime}(t) & \leq-f(t)(1-p(t-\sigma)) z(t-\sigma) \frac{1}{r_{1}(t) z^{\prime}(t)}-\frac{1}{r_{2}(t)}(\psi(t))^{2} \\
\psi^{\prime}(t) & \leq-f(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{r_{1}(t) z^{\prime}(t)}-\frac{1}{r_{2}(t)}(\psi(t))^{2} \tag{4.2.27}
\end{align*}
$$

But $r_{1}(t) z^{\prime}(t)$ is a positive continuous decreasing function, so

$$
\begin{gathered}
\forall s \leq t \Rightarrow r_{1}(s) z^{\prime}(s) \geq r_{1}(t) z^{\prime}(t) \\
\Rightarrow z^{\prime}(s) \geq r_{1}(t) z^{\prime}(t) \frac{1}{r_{1}(s)} \\
\Rightarrow \int_{t_{1}}^{t} z^{\prime}(s) d s \geq \int_{t_{1}}^{t} r_{1}(t) z^{\prime}(t) \frac{1}{r_{1}(s)} d s, \text { where } t \geq t_{1} \geq 0 \\
\Rightarrow z(t)-z\left(t_{1}\right) \geq r_{1}(t) z^{\prime}(t) \int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s
\end{gathered}
$$

hence

$$
z(t) \geq z\left(t_{1}\right)+r_{1}(t) z^{\prime}(t) \int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s
$$

So

$$
\begin{equation*}
z(t) \geq r_{1}(t) z^{\prime}(t) \int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s \tag{4.2.28}
\end{equation*}
$$

So

$$
\frac{z(t)}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s} \geq r_{1}(t) z^{\prime}(t)
$$

but $r_{1}(t) z^{\prime}(t)>0$, so

$$
r_{1}(t) z^{\prime}(t)-\frac{z(t)}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s} \leq 0
$$

dividing the last inequality by the positive quantity $r_{1}(t)\left[\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s\right]^{2}$ gives

$$
\frac{r_{1}(t) z^{\prime}(t)-\frac{z(t)}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s}}{r_{1}(t)\left[\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s\right]^{2}} \leq 0
$$

hence

$$
\left(\frac{z(t)}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s}\right)^{\prime} \leq 0
$$

Thus, $\frac{z(t)}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s}$ is a positive nonincreasing function,
so for $t-\sigma \leq t$, we have $\frac{z(t-\sigma)}{\int_{t_{1}}^{t-\sigma} \frac{1}{r_{1}(s)} d s} \geq \frac{z(t)}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s}>0$,
hence

$$
\begin{equation*}
\frac{z(t-\sigma)}{z(t)} \geq \frac{\int_{t_{1}}^{t-\sigma} \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s} . \tag{4.2.29}
\end{equation*}
$$

Refaring to (4.2.27)

$$
\begin{align*}
& \psi^{\prime}(t) \leq-f(t)(1-p(t-\sigma)) \frac{z(t-\sigma)}{r_{1}(t) z^{\prime}(t)} \frac{z(t)}{z(t)}-\frac{1}{r_{2}(t)}(\psi(t))^{2} \\
& \psi^{\prime}(t) \leq-f(t)(1-p(t-\sigma)) \frac{z(t)}{r_{1}(t) z^{\prime}(t)} \frac{z(t-\sigma)}{z(t)}-\frac{1}{r_{2}(t)}(\psi(t))^{2} . \tag{4.2.30}
\end{align*}
$$

Using (4.2.28) and (4.2.29) in (4.2.30), we get

$$
\begin{gathered}
\psi^{\prime}(t) \leq-f(t)(1-p(t-\sigma)) \frac{r_{1}(t) z^{\prime}(t) \int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s}{r_{1}(t) z^{\prime}(t)} \frac{\int_{t_{1}}^{t-\sigma} \frac{1}{r_{1}(s)} d s}{\int_{t_{1}}^{t} \frac{1}{r_{1}(s)} d s}-\frac{1}{r_{2}(t)}(\psi(t))^{2} \\
\psi^{\prime}(t) \leq-f(t)(1-p(t-\sigma)) \int_{t_{1}}^{t-\sigma} \frac{1}{r_{1}(s)} d s-\frac{1}{r_{2}(t)}(\psi(t))^{2} .
\end{gathered}
$$

Multiplying the last inequality by $R_{2}(t)$, we have

$$
\begin{equation*}
R_{2}(t) \psi^{\prime}(t) \leq-R_{2}(t) f(t)(1-p(t-\sigma)) \int_{t_{1}}^{t-\sigma} \frac{1}{r_{1}(s)} d s-\frac{R_{2}(t)}{r_{2}(t)}(\psi(t))^{2} \tag{4.2.31}
\end{equation*}
$$

$$
R_{2}(t) f(t)(1-p(t-\sigma)) \int_{t_{1}}^{t-\sigma} \frac{1}{r_{1}(s)} d s+\frac{R_{2}(t)}{r_{2}(t)}(\psi(t))^{2} \leq-R_{2}(t) \psi^{\prime}(t)
$$

Using $f(t) \geq q(t)$ and ntegrating (4.2.31) from $t_{2}$ to $t$ where $t_{2}>t_{1}>0$

$$
\begin{gather*}
\int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}\right] d s \leq \int_{t_{2}}^{t}-R_{2}(s) \psi^{\prime}(s) d s \\
\int_{t_{2}}^{t}\left[R_{2}(s) f(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}\right] d s \leq \int_{t}^{t_{2}} R_{2}(s) \psi^{\prime}(s) d s \tag{4.2.32}
\end{gather*}
$$

Using integration by parts with $u=R_{2}(s) \Rightarrow d u=R_{2}^{\prime}(s) d s$

$$
\begin{gathered}
d v=\psi^{\prime}(s) d s \Rightarrow v=\psi(s) \\
\int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}\right] d s \\
\left.\leq R_{2}(s) \psi(s)\right]-\int_{t}^{t_{2}} \psi(s) R_{2}{ }^{\prime}(s) d s \\
\int_{t_{2}}^{t_{2}}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}\right] d s \\
\leq R_{2}\left(t_{2}\right) \psi\left(t_{2}\right)-R_{2}(t) \psi(t)-\int_{t}^{t_{2}} \psi(s) R_{2}{ }^{\prime}(s) d s,
\end{gathered}
$$

using (4.2.23) which is $-R(t) \psi(t) \leq 1$ in the last inequality, we have

$$
\begin{aligned}
& \int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}\right] d s \\
& \leq R_{2}\left(t_{2}\right) \psi\left(t_{2}\right)+1+\int_{t_{2}}^{t} \psi(s) R_{2}{ }^{\prime}(s) d s \\
& \int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}\right] d s-\int_{t_{2}}^{t} \psi(s) R_{2}{ }^{\prime}(s) d s \\
& \leq R_{2}\left(t_{2}\right) \psi\left(t_{2}\right)+1 \\
& \int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}\right] d s-\int_{t_{2}}^{t} \psi(s) R_{2}{ }^{\prime}(s) d s \\
& \leq R_{2}\left(t_{2}\right) \psi\left(t_{2}\right)+1 \\
& \int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\left(\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}-R_{2}{ }^{\prime}(s) \psi(s)\right)\right] d s \\
& \leq R_{2}\left(t_{2}\right) \psi\left(t_{2}\right)+1 . \\
& \text { Using } R_{2}(s)=\int_{s}^{\infty} \frac{1}{r_{2}(s)} d s \Rightarrow R_{2}{ }^{\prime}(s)=-\frac{1}{r_{2}(s)},
\end{aligned}
$$

and substituting it in the previous inequality, we get

$$
\begin{gather*}
\int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v+\left(\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}-\frac{1}{r_{2}(s)} \psi(s)\right)\right] d s \\
\leq R_{2}\left(t_{2}\right) \psi\left(t_{2}\right)+1 \tag{4.2.33}
\end{gather*}
$$

Applying Lemma 1.1.1 with $u=\frac{R_{2}(s)}{r_{2}(s)}, v=\frac{1}{r_{2}(s)}$ and $x=\psi(s)$,
we have

$$
\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}-\frac{1}{r_{2}(s)} \psi(s) \leq-\frac{1}{4} \frac{\left[\frac{1}{r_{2}(s)}\right]^{2}}{\left[\frac{R_{2}(s)}{r_{2}(s)}\right]}
$$

hence

$$
\begin{equation*}
\frac{R_{2}(s)}{r_{2}(s)}(\psi(s))^{2}-\frac{1}{r_{2}(s)} \psi(s) \leq-\frac{1}{4 R_{2}(s) r_{2}(s)} . \tag{4.2.34}
\end{equation*}
$$

Putting (4.2.34) in (4.2.33) and we have

$$
\begin{gather*}
\int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v-\frac{1}{4 R_{2}(s) r_{2}(s)}\right] d s \\
\leq R_{2}\left(t_{2}\right) \psi\left(t_{2}\right)+1 \tag{4.2.35}
\end{gather*}
$$

Take $\lim _{t \rightarrow \infty} \sup$ to (4.2.35), we get

$$
\lim _{t \rightarrow \infty} \sup \int_{t_{2}}^{t}\left[R_{2}(s) q(s)(1-p(s-\sigma)) \int_{t_{1}}^{s-\sigma} \frac{1}{r_{1}(v)} d v-\frac{1}{4 R_{2}(s) r_{2}(s)}\right] d s<\infty,
$$

and this is a contradiction to (4.2.18), hence equation $(1 N 1-A)$ is almost oscillatory . And this completes the proof.

## Theorem 4.2.3:

Assume that (4.1.3) and (H1) - (H3) are holds, if for some function $\rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$ for all sufficiently large $t_{1}>t_{0}$ and for $t_{3}>t_{2}>t_{1}$ where $\rho(t)>0, \rho^{\prime}(t) \geq 0$, one has equations (4.2.1), (4.2.2) and (4.2.18). If
$\lim _{t \rightarrow \infty} \sup \int_{t_{1}}^{t}\left(\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-\frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)} p(s-\sigma)\right) R_{1}(s-\sigma) d s\right] d u\right) d v=\infty$
or $\int_{t_{1}}^{\infty} \frac{1}{r_{1}(v)} \int_{t_{1}}^{v} \frac{1}{r_{2}(u)} \int_{t_{1}}^{u} f(s) d s d u d v=\infty$
where $\quad R_{1}(t)=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s, R_{2}(t)=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s, \quad 0 \leq \tau \leq \mathrm{t}, \quad 0 \leq \sigma \leq t$,
$\sigma, \tau$ constants and $\lim _{t \rightarrow \infty}(t-\tau)=\lim _{t \rightarrow \infty}(t-\sigma)=\infty$. Then equation
$(1 N 1-A)$ is almost oscillatory.

## Proof:

Suppose that $y(t)$ is a positive solution and

$$
\begin{equation*}
z(t)=y(t)+p(t) y(t-\tau) . \tag{4.2.38}
\end{equation*}
$$

There are four possible cases (I), (II), (III) as in Theorem 4.2.2, and (IV) $z(t)>0, z^{\prime}(t)<0, \quad\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}<0,\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq 0$.

Assume that case (I), case (II) and case (III) hold, respectively. We can
obtain the conclusion of Theorem 4.2.3 by applying the proof of Theorem 4.2.2.

Assume case (IV) holds. Since $\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}<0$ and $r_{2}(t)>0$, the
function $r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}$ is negative continuous decreasing.

So for $s \geq t \geq t_{1} \geq 0$, we have

$$
r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} \leq r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}
$$

$r_{1}(t) z^{\prime}(t)$ is a negative decreasing function, so when

$$
\mathrm{s} \geq \mathrm{t}>0 \Rightarrow r_{1}(s) z^{\prime}(s) \leq r_{1}(t) z^{\prime}(t)
$$

or

$$
-r_{1}(s) z^{\prime}(s) \geq-r_{1}(t) z^{\prime}(t) \geq L, \text { where } L>0
$$

hence

$$
-z^{\prime}(s) \geq-r_{1}(t) z^{\prime}(t) \frac{1}{r_{1}(s)} \geq L \frac{1}{r_{1}(s)} .
$$

Integrating the previous inequality from $t$ to $\infty$, we get

$$
\begin{gathered}
-\int_{t}^{\infty} z^{\prime}(s) d s \geq-\int_{t}^{\infty} r_{1}(t) z^{\prime}(t) \frac{1}{r_{1}(s)} d s \geq \int_{t}^{\infty} L \frac{1}{r_{1}(s)} d s \\
-\left(\lim _{\lambda \rightarrow \infty} z(\lambda)-z(t)\right) \geq-r_{1}(t) z^{\prime}(t) \int_{t}^{\infty} \frac{1}{r_{1}(s)} d s \geq L \int_{t}^{\infty} \frac{1}{r_{1}(s)} d s \\
\Rightarrow \\
z(t) \geq \lim _{\lambda \rightarrow \infty} z(\lambda)-r_{1}(t) z^{\prime}(t) \int_{t}^{\infty} \frac{1}{r_{1}(s)} d s \geq \lim _{\lambda \rightarrow \infty} z(\lambda)+L \int_{t}^{\infty} \frac{1}{r_{1}(s)} d s .
\end{gathered}
$$

Using $z(t)$ positive decreasing function and $R_{1}(t)=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s$, so

$$
\begin{equation*}
z(t) \geq-r_{1}(t) z^{\prime}(t) R_{1}(t) \geq L R_{1}(t)>0, \tag{4.2.39}
\end{equation*}
$$

hence

$$
r_{1}(t) z^{\prime}(t) R_{1}(t)+z(t) \geq 0,
$$

dividing by the positive quantity $r_{1}(t) R_{1}{ }^{2}(t)$ and using $R_{1}{ }^{\prime}(t)=\frac{-1}{r_{1}(t)}$,
we get

$$
\frac{r_{1}(t) z^{\prime}(t) R_{1}(t)-(-z(t))}{r_{1}(t) R_{1}^{2}(t)} \geq 0
$$

hence

$$
\begin{equation*}
\left(\frac{\mathrm{z}(\mathrm{t})}{R_{1}(t)}\right)^{\prime} \geq 0 \tag{4.2.40}
\end{equation*}
$$

hence $\frac{z(t)}{R_{1}(t)}$ is a positive increasing function.

Using $z(t)$ is positive decreasing function and the previous result implies for

$$
t \geq t-\tau>0
$$

we have

$$
\begin{equation*}
\frac{z(t)}{R_{1}(t)} \geq \frac{z(t-\tau)}{R_{1}(t-\tau)}>0 \Rightarrow \frac{R_{1}(t-\tau)}{R_{1}(t)} \geq \frac{z(t-\tau)}{z(t)} \geq 1 \tag{4.2.41}
\end{equation*}
$$

Using equation (4.2.38), we have

$$
y(t)=z(t)-p(t) y(t-\tau) .
$$

And using $z(t) \geq y(t) \Rightarrow \quad z(t-\tau) \geq y(t-\tau)$,
hence

$$
\begin{gathered}
y(t) \geq z(t)-p(t) z(t-\tau) \\
y(t) \geq\left(1-p(t) \frac{z(t-\tau)}{z(t)}\right) z(t),
\end{gathered}
$$

using (4.2.40) in the previous inequality gives

$$
\begin{equation*}
y(t) \geq\left(1-p(t) \frac{R_{1}(t-\tau)}{R_{1}(t)}\right) z(t) \tag{4.2.42}
\end{equation*}
$$

hence

$$
\begin{equation*}
y(t-\sigma) \geq\left(1-p(t-\sigma) \frac{\left.R_{1}((t-\sigma)-\tau)\right)}{\left.R_{1}(t-\sigma)\right)}\right) z(t-\sigma) . \tag{4.2.43}
\end{equation*}
$$

Using (4.2.42) and $f(t)>0$ we have

$$
\begin{equation*}
-f(t) y(t-\sigma) \leq-f(t)\left(1-p(t-\sigma) \frac{R_{1}(t-\tau)}{R_{1}(t)}\right) z(t) . \tag{4.2.44}
\end{equation*}
$$

From (4.2.44) and the equation

$$
\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}=-f(t) y(t-\sigma) \text { and } z(t)<z(t-\sigma),
$$

we have

$$
\begin{equation*}
\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq-f(t)\left(1-p(t-\sigma) \frac{R_{1}((t-\sigma)-\tau)}{R_{1}(t-\sigma)}\right) z(t-\sigma) . \tag{4.2.45}
\end{equation*}
$$

Using (4.2.39) we have

$$
z(t-\sigma) \geq L R(t-\sigma)>0
$$

and putting it in (4.2.45), we get

$$
\begin{align*}
& \quad\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq-f(t)\left(1-p(t-\sigma) \frac{\left.R_{1}((t-\sigma)-\tau)\right)}{R_{1}(t-\sigma)}\right) L R_{1}(t-\sigma) \\
& {\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime}+L f(t)\left(1-p(t-\sigma) \frac{R_{1}((t-\sigma)-\tau)}{R_{1}(t-\sigma)}\right) R_{1}(s-\sigma) \leq 0} \tag{4.2.46}
\end{align*}
$$

Integrating (4.2.46) from $t_{1}$ to $t$ and using $f(t) \geq \mathrm{q}(\mathrm{t})$, we have

$$
\begin{aligned}
& \int_{t_{1}}^{t}\left[r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime}\right]^{\prime} d s+L \int_{t_{1}}^{t} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s \leq 0 \\
& r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}-r_{2}\left(t_{1}\right)\left(r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)\right)^{\prime} \\
& +L \int_{t_{1}}^{t} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s \leq 0 \\
& r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime}+L \int_{t_{1}}^{t} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s \\
& \leq r_{2}\left(t_{1}\right)\left(r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)\right)^{\prime}<0
\end{aligned}
$$

hence

$$
r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}+L \int_{t_{1}}^{t} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s \leq 0
$$

dividing the previous inequality by $r_{2}(t)>0$, we have

$$
\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}+\frac{L}{r_{2}(t)} \int_{t_{1}}^{t} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s \leq 0 .
$$

Integrating the previous inequality again from $t_{1}$ to $t$

$$
\begin{aligned}
& \int_{t_{1}}^{t}\left(r_{1}(s) z^{\prime}(s)\right)^{\prime} d s+L \int_{t_{1}}^{t}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s\right] d u \leq 0 \\
& r_{1}(t) z^{\prime}(t)-r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)+L \int_{t_{1}}^{t}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s\right] d u \leq 0 \\
& r_{1}(t) z^{\prime}(t)+L \int_{t_{1}}^{t}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s\right] d u \leq r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)<0,
\end{aligned}
$$

hence

$$
r_{1}(t) z^{\prime}(t)+L \int_{t_{1}}^{t}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s\right] d u<0
$$

Dividing the previous inequality by $r_{1}(t)>0$ gives

$$
z^{\prime}(t)+\frac{L}{r_{1}(t)} \int_{t_{1}}^{t}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s\right] d u<0
$$

Integrating the previous inequality from $t_{1}$ to $t$, we get

$$
\begin{aligned}
& \int_{t_{1}}^{t} z^{\prime}(v) d v+L \int_{t_{1}}^{t}\left(\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s\right] d u\right) d v<0 \\
& z(t)-z\left(t_{1}\right)+L \int_{t_{1}}^{t}\left(\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R(s-\sigma) d s\right] d u\right) d v<0 \\
& \int_{t_{1}}^{t}\left(\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right) R_{1}(s-\sigma) d s\right] d u\right) d v \\
& <\frac{z\left(t_{1}\right)-z(t)}{L} \leq \frac{z\left(t_{1}\right)}{L}, L>0
\end{aligned}
$$

Taking the $\lim _{t \rightarrow \infty} \sup$

$$
\begin{array}{r}
\lim _{t \rightarrow \infty} \sup \int_{t_{1}}^{t}\left(\frac { 1 } { r _ { 1 } ( v ) } \int _ { t _ { 1 } } ^ { v } \left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-p(s-\sigma) \frac{R_{1}((s-\sigma)-\tau)}{R_{1}(s-\sigma)}\right)\right.\right. \\
\left.\left.R_{1}(s-\sigma) d s\right] d u\right) d v \\
\\
<\lim _{t \rightarrow \infty} \sup \frac{z\left(t_{1}\right)}{L}<\infty
\end{array}
$$

which is a contradiction to (4.2.36), so $L$ must be zero.

Return to inequality (2.2.4), we have

$$
y(t)>m z(t)
$$

so

$$
y(s-\sigma) \geq m z(s-\sigma)
$$

multiply this inequality by $f(t)>0$, we have

$$
-f(t) y(s-\sigma) \leq-m f(t) z(s-\sigma)
$$

hence

$$
\left[r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}\right]^{\prime} \leq-m f(t) z(s-\sigma),
$$

multiplying by -1 and integrating the previous inequality from $t_{1}$ to $t$

$$
-\int_{t_{1}}^{t}\left[r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime}\right]^{\prime} d s \geq \int_{t_{1}}^{t} m f(s) z(s-\sigma) d s \quad, \text { where } \quad t>t_{1}>0
$$

so

$$
\begin{gathered}
\left.-r_{2}(s)\left(r_{1}(s) z^{\prime}(s)\right)^{\prime}\right]_{t_{1}}^{t} \geq \int_{t}^{t} m f(s) z(s-\sigma) d s \\
-\left(r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}-r_{2}\left(t_{1}\right)\left(r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)\right)^{\prime}\right) \geq \int_{t_{1}}^{t} m f(s) z(s-\sigma) d s,
\end{gathered}
$$

but from a negative continuous decreasing function, we have

$$
\begin{gathered}
r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \leq r_{2}\left(t_{1}\right)\left(r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)\right)^{\prime} \\
\Rightarrow-\left(r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}-r_{2}\left(t_{1}\right)\left(r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)\right)^{\prime}\right) \leq-r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime}
\end{gathered}
$$

$$
-r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \geq \int_{t_{1}}^{t} m f(s) z(s-\sigma) d s
$$

but from inequality (2.2.2), we have

$$
z(s-\sigma) \geq k
$$

hence

$$
-r_{2}(t)\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \geq \int_{t_{1}}^{t} m k f(s) d s
$$

dividing by $r_{1}(t)>0$, we get

$$
-\left(r_{1}(t) z^{\prime}(t)\right)^{\prime} \geq \frac{m k}{r_{2}(t)} \int_{t_{1}}^{t} f(s) d s
$$

integrating this inequality from $t_{1}$ to $t$, we get

$$
\begin{gathered}
-\int_{t_{1}}^{t}\left(r_{1}(u) z^{\prime}(u)\right)^{\prime} d u \geq \int_{t_{1}}^{t} \frac{m k}{r_{2}(u)}\left[\int_{u}^{u} f(s) d s\right] d u \\
-\left(r_{1}(t) z^{\prime}(t)-r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)\right) \geq m k \int_{t_{1}}^{t} \frac{1}{r_{2}(u)}\left[\int_{t_{1}}^{u} f(s) d s\right] d u .
\end{gathered}
$$

Since $r_{1}(u) z^{\prime}(u)$ is negative continuous decreasing function, we have

$$
r_{1}(t) z^{\prime}(t) \leq r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right)<0
$$

hence

$$
0>r_{1}\left(t_{1}\right) z^{\prime}\left(t_{1}\right) \geq r_{1}(t) z^{\prime}(t)+m k \int_{t_{1}}^{t} \frac{1}{r_{2}(u)}\left[\int_{t_{1}}^{u} f(s) d s\right] d u
$$

$$
-r_{1}(t) z^{\prime}(t) \geq m k \int_{t_{1}}^{t} \frac{1}{r_{2}(u)}\left[\int_{t_{1}}^{u} f(s) d s\right] d u
$$

dividing by $r_{1}(t)>0$, we get

$$
\begin{gathered}
\frac{-r_{1}(t) z^{\prime}(t)}{r_{1}(t)} \geq \frac{m k}{r_{1}(t)} \int_{t_{1}}^{t} \frac{1}{r_{2}(u)}\left[\int_{t_{1}}^{u} f(s) d s\right] d u \\
-z^{\prime}(t) \geq \frac{m k}{r_{1}(t)} \int_{t_{1}}^{t} \frac{1}{r_{2}(u)}\left[\int_{t_{1}}^{u} f(s) d s\right] d u
\end{gathered}
$$

Integrating the previous inequality from $t_{1}$ to $t$, we get

$$
-\int_{t_{1}}^{t} z^{\prime}(v) d v \geq m k \int_{t_{1}}^{t}\left[\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left(\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} f(s) d s\right) d u\right] d v,
$$

so

$$
-\left(z(t)-z\left(t_{1}\right)\right) \geq m k \int_{t_{1}}^{t}\left[\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left(\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} f(s) d s\right) d u\right] d v,
$$

hence

$$
m k \int_{t_{1}}^{t}\left[\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left(\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} f(s) d s\right) d u\right] d v \leq-\left(z(t)-z\left(t_{1}\right)\right) .
$$

But $z(t)>0$, so

$$
m k \int_{t_{1}}^{t}\left[\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left(\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} f(s) d s\right) d u\right] d v \leq z\left(t_{1}\right)
$$

Thus,

$$
\int_{t_{1}}^{t}\left[\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left(\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} f(s) d s\right) d u\right] d v \leq \frac{z\left(t_{1}\right)}{m k}<\infty
$$

This contradiction (4.2.37). Thus, we must have $k=0$.

So every solution of equation $(1 N 1-A)$ is oscillatory. The proof is complete .

## 4. 3 Oscillation of Solution Conditions of the Equation ( $1 N 1-B$ )

In this section we will introduce four theorems that generalize Theorem 4.2.1,

Theorem 4.2.2 and Theorem 4.2.3.

## Theorem 4.3.1:

Assume that (4.1.1) and (H1) - (H3) hold, if for some function
$\rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$ for all sufficiently large $t_{1}>t_{0}$ and for $t_{3}>t_{2}>t_{1}$
where $\rho(t)>0, \rho^{\prime}(t) \geq 0$, one has
$\lim _{t \rightarrow \infty} \sup \int_{t_{3}}^{t}\left[\rho(s) q(s)\left(1-p(\sigma(s)) \frac{\int_{t_{2}}^{\sigma(s)}\left[\int_{t_{1}}^{v} \frac{1}{r_{2}(u)} d u \frac{1}{r_{1}(v)}\right] d v}{\int_{t_{1}}^{s} \frac{1}{r_{2}(u)} d u}-\frac{r_{2}(s)\left(\rho^{\prime}(s)\right)^{2}}{4 \rho(s)}\right] d s=\infty\right.$

$$
\begin{equation*}
\int_{t_{0}}^{\infty} \frac{1}{r_{1}(v)} \int_{v}^{\infty} \frac{1}{r_{2}(u)} \int_{u}^{\infty} f(s) d s d u d v=\infty \tag{4.3.2}
\end{equation*}
$$

where $\tau(t), \sigma(t) \in C\left(\left[t_{0}, \infty\right)\right), 0 \leq \tau(t) \leq \mathrm{t}, 0 \leq \sigma(t) \leq t$ and
$\lim _{t \rightarrow \infty}(\tau(t))=\lim _{t \rightarrow \infty}(\sigma(t))=\infty$. Then $(1 N 1-B)$ is almost oscillatory.

## Theorem 4.3.2:

Assume that (4.1.2) and (H1) - (H4) hold, if for some function
$\rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$, for all sufficiently large $t_{1}>t_{0}$ and for $t_{3}>t_{2}>t_{1}$
where $\rho(t)>0, \rho^{\prime}(t) \geq 0$ one has equations (4.3.1) and (4.3.2). If
$\lim _{t \rightarrow \infty} \sup \int_{t_{2}}^{t}\left(R_{2}(s) q(s)\left(1-p(\sigma(s)) \int_{t_{1}}^{\sigma(s)} \frac{d v}{r_{1}(v)}-\frac{1}{4 R_{2}(s) r_{1}(s)}\right) d s=\infty\right.$,
where $\quad R_{2}(t):=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s, \tau(t), \sigma(t) \in C\left(\left[t_{0}, \infty\right)\right), 0 \leq \tau(t) \leq \mathrm{t}$,
$0 \leq \sigma(t) \leq t$, and $\lim _{t \rightarrow \infty}(\tau(t))=\lim _{t \rightarrow \infty}(\sigma(t))=\infty$. Then equation $(1 N 1-B)$
is almost oscillatory.

## Theorem 4.3.3:

Assume that (4.1.3) and (H1) - (H3) hold, if for some function
$\rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$ for all sufficiently large $t_{1}>t_{0}$ and for $t_{3}>t_{2}>t_{1}$
where $\rho(t)>0, \rho^{\prime}(t) \geq 0$, one has equations (4.3.1), (4.3.2) and (4.3.18). If
$\lim _{t \rightarrow \infty} \sup \int_{t_{1}}^{t}\left(\frac{1}{r_{1}(v)} \int_{t_{1}}^{v}\left[\frac{1}{r_{2}(u)} \int_{t_{1}}^{u} q(s)\left(1-\frac{R_{1}(\tau(\sigma))}{R_{1}(\sigma(s))} p(\sigma(s))\right) R(\sigma(s) d s] d u\right) d v=\infty\right.$
where $R_{1}(t):=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s, \quad R_{2}(t):=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s, \tau(t), \quad \sigma(t) \in C\left(\left[t_{0}, \infty\right)\right)$,
$0 \leq \tau(t) \leq \mathrm{t}, \quad 0 \leq \sigma(t) \leq t$, and $\lim _{t \rightarrow \infty}(\tau(t))=\lim _{t \rightarrow \infty}(\sigma(t))=\infty$. Then equation
$(1 N 1-B)$ is almost oscillatory.

## Theorem 4.3.4:

Assume that (4.1.3) and (H1) - (H3) hold, if for some function
$\rho(t) \in C^{1}\left(\left[t_{0}, \infty\right),(0, \infty)\right)$ for all sufficiently large $t_{1} \geq t_{0}$ and for $t_{3}>t_{2}>t_{1}$
where $\rho(t)>0, \rho^{\prime}(t) \geq 0$, one has equations (4.3.1), (4.3.2) and (4.3.3). If

$$
\begin{equation*}
\int_{t_{1}}^{\infty} \frac{1}{r_{1}(v)} \int_{t_{1}}^{v} \frac{1}{r_{2}(u)} \int_{t_{1}}^{u} f(s) d s d u d v=\infty \tag{4.3.5}
\end{equation*}
$$

where $R_{1}(t):=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s, R_{2}(t):=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s, \tau(t), \sigma(t) \in C\left(\left[t_{0}, \infty\right)\right)$,
$0 \leq \tau(t) \leq \mathrm{t}, \quad 0 \leq \sigma(t) \leq t$, and $\lim _{t \rightarrow \infty} \tau(t)=\lim _{t \rightarrow \infty} \sigma(t)=\infty$. Then equation
$(1 N 1-B)$ is almost oscillatory.

Theorem 4.3.1 and Theorem 4.3.2 have the same as the proof s of

Theorem 4.2.1 and Theorem 4.2.2, respectively. Theorem 4.3.3 and

Theorem 4.3.4 have the same as the proof of Theorem 4.2.3, just replace $\tau(s), \sigma(s)$ and $\tau(\sigma(s))$ instead of $s-\tau, s-\sigma$ and $(s-\sigma)-\tau$, respectively, in the proofs. For more details to the proofs see [30].

### 4.4 Illustrating Examples :

Here are some illustrative examples.

## Example 4.3.1:

Consider the third order neutral delay differential

$$
\begin{equation*}
\frac{d}{d t}\left(t \frac{d}{d t}\left(\frac{1}{\sqrt{t}} \frac{d}{d t}\left(y(t)+\frac{1}{2} y(t-3 \pi)\right)\right)\right)+\frac{1}{2}\left(\sqrt{t}+\frac{1}{4 \sqrt{t^{3}}}\right) y\left(t-\frac{3 \pi}{2}\right)=0 \tag{4.3.6}
\end{equation*}
$$

where $t \geq 1$.

Let $\rho(t)=1$. It is clear that $r_{1}(t)=\frac{1}{\sqrt{t}}, r_{2}(t)=t, p(t)=\frac{1}{2}$,
$f(t)=\frac{1}{2}\left(\sqrt{t}+\frac{1}{4 \sqrt{t^{3}}}\right), \tau=3 \pi$, and $\sigma=\frac{3 \pi}{2}$. Applying Theorem 4.2.1,
then every solution $y(t)$ of (4.3.6) is oscillatory or converge to zero. One such
solution is $y(t)=\cos t$.

## Example 4.3.2 :

Consider the third order neutral delay differential equation

$$
\begin{equation*}
\frac{d}{d t}\left(t^{2} \frac{d}{d t}\left(t^{2} \frac{d}{d t}\left(y(t)+\frac{1}{3} y\left(\frac{t}{2}\right)\right)\right)\right)+\lambda t^{2} y(t)=0 \tag{4.3.7}
\end{equation*}
$$

where $\lambda>0, \quad t \geq 1$.
$r_{2}(t)=t^{2}, \quad r_{1}(t)=t^{2}, \quad \tau(t)=\frac{t}{2} \leq t, \quad \sigma(t)=t \leq t, \quad p(t)=\frac{1}{3} \in[0,1)$
and $f(t)=\lambda t^{2}$.

Let $\rho(t)=1$ and applying Theorem 4.3.3, then every solution $y(t)$ of
(4.3.7) is oscillatory or $\lim _{t \rightarrow \infty} y(t)=0$.

### 4.5 Remarks:

## Remark 4. 5. 1 :

It is interesting to study equations $(2 N 1-A)$ and $(2 N 1-B)$ for the case when

$$
R_{1}(t)=\int_{t}^{\infty} \frac{1}{r_{1}(s)} d s<\infty \quad, \quad R_{2}(s)=\int_{t}^{\infty} \frac{1}{r_{2}(s)} d s=\infty .
$$

## Remark 4.5.2:

It is interesting to find other conditions which guarantee that every
solution of equations $(1 N 1-A),(1 N 1-B),(2 N 1-A)$ and
$(2 N 1-B),(1 N 2-A)$ and $(1 N 2-B)$ is oscillatory .
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## الملخـص

من المعروف ، إن المعادلات التفاضلية لها صور وأشكال مختلفة ، وكل شكل من أشكالها له تطبيقاته العملية الخاصة به وطرق حله الخاصة به، ومن هذه الأنواع المعادلة التفاضلية الخطية المتعادلة . وهذا النوع من المعادلات حله يكون على إحدى الصور التالية : إما متذبذب ( أي أن له عدد لا نهائي من الأصفار) ، أو شبه منذبذب (أي أن له عدد كبير من الأصفار وفي آخر المطاف يؤول إلى الصفر) ، وإما غير تذبذبي . وعندما يكون على الأقل أحد حلول هذه المعادلة غير متذبذب، تكون المعادلة غير تذبذبية . وللحكم على المعادلة بأنها تذبذبية أو لا، هناك شروط إذا نوافرت فيها يكون بالإمكان الحكم عليها بأنها معادلة نذبذبية أو غبر تذبذبية .

وفي هذه الرسالة تم دراسة التذبذب في الحلول الحقققية $y(t)$ ذات الأهمية للمعادلة التفاضلية
التي على الصورة
$\frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))\right)\right)+f(t) y(t-\sigma)=0 \quad(1 N 1-A)$
$\frac{d}{d t}\left(r_{2}(t) \frac{d}{d t}\left(r_{1}(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))\right)+f(t) y(\sigma(t))=0 \quad(1 N 1-B)\right.$
$\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}((y(t)+p(t) y(\tau(t))))\right)+f(t) y(\sigma(t))=0$
$\frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(t-\tau))\right)+f(t) y(t-\sigma)=0$
$\frac{d^{2}}{d t^{2}}\left(r(t) \frac{d}{d t}(y(t)+p(t) y(\tau(t)))\right)+f(t) y(\sigma(t))=0$
$p(t), f(t) \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right), f(t) \geq 0, r_{1}(t), r_{2}(t), r(t) \in C^{1}\left(\left[t_{0}, \infty\right), \mathbb{R}^{+}\right)$

$$
\tau, \sigma \in[0, t)
$$

وكان هدف هذه الرسالة هو اختبار شروط التذبذب لحول المعادلات التفاضلية (A 1 $)$

$$
(1 N 2-B) \cdot(1 N 2-A) \cdot(2 N 1-B) \cdot(2 N 1-A) \cdot(1 N 1-B)
$$

أو التذبذب والتقارب من الصفر من خلال اتباع نهج مماتل لخطوات العالم
" K. V. V. Seshagiri Rao" $\frac{d}{d t}\left(r(t) \frac{d^{2}}{d t^{2}}((y(t)+p(t) y(t-\tau)))\right)+f(t) y(t-\sigma)=0 \quad(1 N 2-A)$ وشروط تذبذب حلولها ، وأيضا من خلال اتباع نفس نهج خطوات العالم "Tongxing Li " في بحثه المستخدم في دراسة المعادلة (1N1-A) وشروط تذبذب حولها تم وضع شروط لتذبذب حلول المعادلة التفاضلية (1N1-A) عندما يكون الاقتران 1 ( $r_{1}(t)=$ وفي سياق أدبيات هذه الرسالة شرح كافٍ لبيان ذلك . كما تضمنت هذه الرسالة برهان فرضية المقارنة المساعدة التي استخدمها العالم " K. V. V. Seshagiri Rao " في بحثّه ، بالإضافة إلى بعض الأمثلة النوضيحية لمغزى الرسالة .

