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Abstract

The Web is playing a major role in various application domains such as business,
education, engineering, and entertainment. As a result, there are increasing interests in
designing and developing an effective website to delaéigh degree of performance.
Therefore, automated support for web designers is becoming more important to evaluate
websites performance. Hence, many of the previous studies tried to evaluate websites

performance by developing a static model andiitlessused for more domain.

The aimsof this thesis are: (i) to explore the best metrics that most affect website
performance; (ii) propose a dynamic model for performance evaluation of websites by
using machine learning that called is PEMENd (iii) to help webmaster and decision
makers toknow what improvements are needed to enhance the performance and the final

relative weights of metrics in the level of the hierarchy.

This researctproposs a dynamic model to performance evaluation afbsites using
machine learningnethod by applied two regression methods experiments nameltyple

linear regression and support vector machine regression on the same dataset that collected,
to take the best performance of regression methods to generate faegyrdry metric and

then developing a new dynamic model to evaluate websites performance.

Keywords
website performance, regression, machine learmmegmetrics support vector machine,

multiple linear regression, evaluatiopRapidMiner
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Chapter 1

Introduction

This chapter introduces the thesis. It describes the problem statgmuetdse research

questionslimitations, contributionsmethodologyand organization of the thesis.
1.1 Research Overview

Lately, we havegot become witness to an importatteration é our lives to aworldwide

with the incipienceof the web era. The web is an increasingly more vital asset in many
sides of life: government, education, commerce and more [3]. Hence, Websites are a key
element in obtaining the right information about thstitutions. However, when it comes

to a huge number ofsynchronous users these webses performance decreases

considerably

Utilizing the web devices many institutionsecomebeen able to raise their being
custometfocused andheir attributes ofervicesand productsThe analysis of the web site
is currently thought to be amssentialfacet of attracting customers' attention[B] this
study, it is logical texploremetricsinto measurehe performancef websiteswhetherto
study the communicatioefficiencythat they represemtr in orderto build usefulappraisal

metrics

As resultof the above requirements, it importantto provide a method to evaluate the
performance quality of websites which include various technological and logical factors.
Each definition of performance quality from literature leads to lists of criteria about what

constitutes a good quality website and how to measure the perforfBhntieerefore, it is



important to build a model into evaluation websitw performance thus ensuring the

development of modern websites and keeping abreast of modern technology

This study employed machine learning to build a mathematical model approach to
evaluating the performance qualitywébsites. In thishesis we suggestin methodbased

on appropriate metrics for evaluating websites performance.

This study proposedto build an understandableand applicabledynamic model for
evaluating websites performance by using previous studies as a case study. By establishing
a practicalmodel, it is expected that organizations can better understand whether a given
website can meet the expectations of its users, they serve in oglewttheir satisfaction

level.

1.2 Problem Statement

The website is becoming more important each daycfmmducting business, sharing
information, and communicationEach passing day, the number of organizations,

companiesand individualpropagatiortheir websites is increasing.

Hence, the task of evaluating and improving the websites can be intimidativsiglering
the number of websites available, and the frequency of updates. As a result, automated
support for web designers is becoming more important to evaluate websites performance.
It is necessary to provide an easy methogddformance evaluation afebsites which

includeseverakechnological and logical factors, as a contribution to addressing this need

Therefore, the problems in this study arndaw to determine the best metrics that affect
websites performance, what are the weights of eregtyic of website performance ot
can arangement for metrics that mordfext websites performance ithe level of the

hierarchy and how to evaluate the performance of the proposed approach.



1.3 ResearchPurpose

Due to the currently limited number of studmsluating websites performance, we want
to set an example for similar research in the future through the website evaluation by using
machine learning. The goal of this study is to gawide understanding of evaluating

websites performance.

We have thresubpurposes for this study. Firstly, we want to investigate the metrics of
evaluation for websites. Secondly, we want to collect dathcreating the dataset. Third,
we want to determine the method by using tiiachine learning to extrageightfor every
metric. Finally, we want tduild a dynamic model for website evaluation, to inspire other

researchers in evaluating websites.
1.4 Research Questions

We have formulatetivo research questions based on research purpose stated above:

1. What are the best rtrecs to evaluate websites performance?
2. How can webmaster benefit from the metriosthe level of the hierarchyo

enhance the website's performance?

During the study, we will answer these two questi@hspter 5)

1.5 ResearchLimitations

In the researchwe have some limitations such as:

1 Identifying the metrics that affect the performance of the wedbsite
1 Considering, only, the selected websitess@veraldomains, such asB(siness

health, government, aretiucatioi.



1 Lack oftools for collecting datéo develop the model in order to evaluate website

performance.
1.6 ResearchContribution s

If we want an efficient website, we must test its performance. Also, we should mention,
that if no one has complained about the website, it doesn't mean that all ymus aese

using your site effectively, and to their full satisfaction. But manual performance testing
(by a human) requires a lot of time, effort, and it lacks accuracy. Hence, many of the
previous studies tried to evaluate websites performance by dewglapstatic model [3]

[8] [9]. Therefore we want to propose a new methodology for evaluating websites using
machine learning to build a dynamic modelevaluate websites performanéed help

the designers to enhanaebsite performance through determgimetrics that best affect
website performance. Finally,edeloping a new dynamic mod& evaluatewebsites

performanceand we want called PEML Model
1.7 Research Methodology

This study adopted quantitative research and experimental to proposesppneach for

evaluating the performance of the websites using machine learning, as follows:

1 Identification of metrics that affect the performance of the websitesTo identify
the metrics that affect the performance of a website, we conducted an extensive
literature review and make online survey with local experts to selected the best metrics
that affect websites performance.

1 Collect quantitative data for identified metrics: Testing of many of websites by
using the online web diagnostic tools are shown ibl&&.4 which can be used to

collect quantitative data for identified metrics from local expetter that, we used

4



statistical tool to find the most influence metric to enhancing the website performance
among all the collected metrics and rule out eveggric unless has no affect website
performance.

Determine machine learning method:We selected regression method to predict
website performance based on the dataset that is numerical and regression methods is a
form of predictive modeling techniqgue whichvestigates the relationship between
metrics and estimates the relationship between two or more metrics.

Calculating weights for every metric: We generated a weight for every metric by
using regression methods. Moreover, after generated weight to eegng,mve can
arrange the most affect metrics on the
hierarchy.

Model Evaluation: There are criteria whereby they can be evaluated and compared to
take the best performance among the algorithms based on corredatoage absolute

error, average relative error and time to build the model.

Build Model: Developing a new model for performance evaluation of websites.

1.8 Thesis Outline

This thesigs structured as follows:

Chapter 1: Introduction: It gives an overvievof the research and declares the problem

statement, research purpose, questions, limitatiat)odologygcontribution.

Chapter 2: Background: Provides a general background of the concepts needed to

understand the rest of the thesis.

Chapter 3: Literature Reviews Reviews related works in performance evaluation of

websites.



Chapter 4: Proposed Method Proposes a new method for evaluating website

performance by using machine learning.

Chapter 5: Experimental analysis and Model Evaluation Analyzes the exgrimental

results. In additiondiscuses each experiment

Chapter 6: Conclusion and future work: Represents conclusions for this reseaand

future work.



Chapter 2

Background

This chapter provides a general background of the concepts needetketstand the rest
of this researchlt covers basic concepts of performance evaluation of websites, machine

learning, and more specifically regression techniques.

2.1 Study Terminologies

In this section will describeerminologiesusedin performance evaluian of websites:

1 Web page

A website consists of multiplgpages A page is a definable unit of contenttire web
that can beseparated from other pages. Based on the definition, content like flash
animations and media filesay also be defined as pagegen though they differ from
traditional pagef28].

1 Evaluation
Measuringwebsites, manually or automatically, based on assigned migtratsain a
superior websiteThe manual analysis includes specialists or real user testing whereas

automatic assessnisremploy dferent software testing too[40].

1 Websiteperformance

Websites are part of our daily life and are the accustomed exchange and to convey
information between user communities. Conveyed information comes in several types,
languages, and formand incorporates text, images, sound, and vigeant to tell,

persuade, selhnd present a viewpoint or maybe modification associate perspective or



belief[21]. Thus,the task of evaluating the performance of the welslieon a group

of factors thaaffect website' performaneehich called web metrics.

Web Metrics

Palmer (2002) focused on thequiremenfor metrics andconfirmedthat metrics help
organizationsmake more effective and successful websif2g]. A survey by Hong
(2007) on Korean organizations found thaebsite metricsenable measuring the
websitesuccessThese metrics play two important rold$ey determine if a website
meet the userand the business expectations, and they identify websisgrd

problemd23].

The following is a brief description of the web metrics that are used to evaluate

websites:

1 Response TimeA Website serveshouldrespond to a browser request within
certain parameters [24].

1 Load Time It is used to calculate the tinmequired to load a page and its
graphicq24].

1 Markup Validation: It is utilized to assess and calculate the number of HTML
errors, which exist on theebsite, such as orphan codes, coding errors, missing
tags and etf24].

1 Broken Link Broken links always reduces the qualitytbé website. Websites
haveinternal or externalinks. A visitor expects the links to be valid, loads
successfully to the clicked pafit].

1 Design OptimizationThe scripts, HTML or CSS codes optimized épricker
loading. The optimization alsdecreaseshe number of websitpartssuch as

images, script:iITML, CSScodes owvideo[24].
8



1 Page SizeThe size of the Web pages in the Webfits.
1 No. of RequestThe number of request/response between a client dudta

[25].

2.2 Machine Learning

Lately, machine learning has beerceedinglyused indifferentfields, including computer
sciencemedicine, sports, etc.. Snany applications and servicasing machine learning
technology to solve problems. For exale) email services use machine learning to filter
messagespam classify emails intoimportant or not and recommend ads. Another
machine learningechnology that is widely used in social mediasitsface recognition.
Face recognitiontechnology is cagble of identifying persons in a giverdigital
photograph. Today, Facebook uskse recognitio to automatically suggest tadesr

friends in image$§26].

Machine learning is outlined as "a mechanism for pattern search and building intelligence
into a macime to be ready to learn, implying that it'll be ready to do higher within the

future from its own experience" [26].

Hence machine learning programs utilize example data or past experience to make the best
model performance. In machine learning, the masl@utlined based on someetrics

then this computer program is executed to most effective use of madietsusingthe

training data or past experience (the learning process). Machine learning models can be
classified into predictive, descriptive or both. Predictive models make future predictions
while descriptive ones gain knowledge from dg@]. As shown infigure 2.1, machine
learning algorithms can @rangednto five subfields. The following subsections describe

each subfield



2.2.1 Supervised Learning

Supervised learning ithe most typical kind omachine learning. In supervised learning,
labeled training data is used. The algorithm makes a model from training data that can be
utilized to predict hidden data labelg9]. During training, the goal of machine learning
algorithms is tominify the err@ between output scores and actual scores. To calculate
error, an objective function is used to measuresimaecebetween predicted scores and
actual scores. In order t@®duceerror, regression adjustds internal parameters (also
referred toas weights). Weights amctualnumbers that define the function which maps

inputs to outputs [29].

Supervised

Learning

Unsupervised Machine Learning Deep
Learning Learning
Reinforcement Semisupervised
Learning Learning

Figure 2.1: Machine learning subfield$]2

To effectively most effective use of the weight vector, a gradient vector is computed.
Using a gradient vector, the learning algorithm can discover decreases or increases in error

amount when changing weights whihelps in optimizing weight vector valu@$].

10



2211 Classification

Classification is thenethodof classifying hidden data togroupof predefinedcategories

A classification algorithm uses a set of labeled training data to produce a classification
model. Then this classification model eamployedto predict unseen instanceategories

[30]. Table 2.1 an example dataset used for binary classifying customers who will buy
computer and who will not. The attribute set includes propertiesaxly clientsuchas his

name, age, income and student or not. These attribute set contains both discrete and

continuous features. Thus, in classification problems the class label must be a discrete

attribute[31].

Name Age Income Student Buys computer
Rami 30 High no No
Ahmad 35 High no yes
Rayyan 42 Medium no Yes
Khaled 38 Low Yes Yes
Mohammad 36 Low Yes Yes
Radi 30 Medium No No
Yousef 22 Low yes Yes
Sewar 42 Low yes Yes
Khalil 25 Medium yes Yes
Ahmad 33 Medium no Yes
Feras 33 Medium yes Yes
Fadi 42 High no No

Table 2.1: Example of datasets

11



22.1.2 RegressionTechniques

In this section, we would like to explain the techniques employed in this study.

2.2.1.2.1 The Linear Regression

The linear regressiotyped escr i bes the output of websitebd
affine combination of the input metrics x1,x2,pkeach a scal ar) pl us
y=b0+b1x1l+xg« PB]IMel wHhef er to the coeneiffht ci ent
for everymetrici n t he model , asthednterepttarne The noisingg r M0 U

for nonsystematic, i.e., random, errors between the data and the [Bbfldience, The

linear regression model can namely be used for, at leasseveralpurposes: to deribe
relationships in the dagat by interpretinghe weight tanetricsb = p b 0 . T, dngtp

predict future website performance by metrics [35].

g —— Linear regression model
8l & e Data
| . =
gl * Prediction
= =9
= S
e
=
o =
o
vz
l 1

*1 x3 3 K
data . test iﬁput
mput x

Figure 2.2 linear regression modg35]

To use the linear regression model, we first need to learn the unknown weight to every

metric bO,bl,...,bp from a training dataset

12



output variable y, we call them yi (i= 1,...,n), and the correspondingplea xi(i= 1,...,n)

(each a column vector). We write the dataset in the matrix [f85in

Bl T A - - - -

—Xy— Y1 Ti1
£l
1 —x5— s I
X=]. } , ¥y=| .|, where eachx; =
T
_1 —Xn | | Yn | | Lip |

[35]
Hence, X is a x(p+ 1) matrixhd website performance (y) andimensional vector. The
first column of X, with only ondhljneacorres
regression model . I f we also stack the unk

(p+ 1) vecto35].

[35]
We can express the linear regsion moddby two equatiorns
Linear regression for single metric:
y =Xb 50,

Multiple Linear regression for multiple metrics:

yi = 6o+ 61Xi1 + fBinz + ...JBpXip +€ifori=1,2,..n [35]

2.2.1.2.2 Support Vector Machine Regression

Support vector machingVM) may be a common machine learning tool for classification

and regression, 1st known by Vladimir Vapnik and his colleagues in 19925agport

13



Vector Machine can also bemployedas a regression method, preserve all the main
features that characterize the algorithm (maximal margin). The SupportrRsgjoession
(SVR) uses similar basi@s the SVM for classification, with only a few minor differences
because the output & actual number it becomes very difficult to predict the information

at hand, which has infinite possibilitiess shownin figure 2.3 n the case of regression, a
margin of tolerance (epsilon) is set in approximation to the SVM which would have
already requestefrom the problem. But besides this fact, there is also a more complicated
reason, the algorithm is more complicated therefore to be taken into consideration.
However, the main idea is always the same: to minimize error, individualizingyes

planewhich maximizes the margin, keeping in mind that part of the error is toldf&ed

¥ = Minimize:
1 2 . e
y=ux+5b ~TTtE E”““ +£Zl(‘§i+‘§i ]
. . {u
£ = Constraints:

v,i—wx;, —b<e+ &
v, +b—y, S E+E

- [
oo — 0

Figure 2.3 Linear SVR[16]

we can express the line8WR :

[16]
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2.2.2 Unsupervised learning

In some machine learning problemsg've gotinput data but we do not hayarticular
output variablegexamples are unlabeled). The main tafgeunsupervised learning is to
search ouhidden patterns and modeling underlying structure inirtfegmation In such
problems, there are no true answers and there is no teachey.tAdweccuracy of the

resulting structure cannot be evaluai2gl] [32].

2.2.3 Deep learning

Deep learning is a subfield of machine learning that uniform machine learning with Deep
learning works on large amounts of data which can be look as an advancemgfititd ar

neural network$26].
2.2.4 Semisupervised learning

Semisupervised learning is a subfield of machine learning that utilizesbimptimount of
unlabeled data and a small amount of labeled data to make a better modauawised
learning cardecrease the cost associated with labeling a full training set, as labeled data
often requires a skilled human agent. As an alternative, it uses unlabeled data which is

relatively inexpensive to acquif26].
2.2.5 Reinforcement learning

Reinforcement learningsia subfield of machine learning where a software agent tries to
solve a problem by great as possible achievement for its actions and minimizing penalties.
After a set of runs, the agent should learn the best sequence of actions that maximize the

achievemat [26].

15



Chapter 3

Literature Reviews

In this chapter, different related works are studied. The chapter is divided hnée
sections, in section 3.1 we Wikviewsome related work aboutelsite evaluation studies,
in section 3.2 we will presestandard of the website performance, finally, in section 3.3

we will give some conclusions about this chapter.
3.1 Website evaluation studies

Latdy, there is no model for evaluating airline websites, alsdthe existing methods do

not enough understandirigr airlines' proprietors to ascertain whether their websites meet
the recognized guidelines from the metric of website performance. In this study,
researchers hawgiggested hybrid model to combine Entropy Weight Method and Grey
Relational Analysis fordetermining and evaluating the performance of airline websites
with a sample of eleven airline websites. and they have assessed many metrics of
performance and each metric include design optimization, load time, response time, mark
up and broken links ..etand these metrics were measured by usirginendiagnostic

tools.Vatansever et al. (20113]

Kaur et al. (2016) present an empirical performaaalysisof universities website that
usability is currently important by website developers who will develop websites and also
the performance of a websitge often an important issue to its succe$s this study
focusedmethodology has been made to find alsgiblemetricsin the website design.HE

researchers evaluated and compared the automated testing tools to determine their
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performance, speed, number of requests, load time, page size, SEO, mobile and security

for university websites of Punjdh].

Harshan et al.(2016)the active presence of library websites on the internet is becoming a
hallmark of academic networksbligation to facilitate the community to access the
knowledge depositories abouhe world.In this research the model was developed on the
base of a conceptual framework, which consisted of eight quantitative performance
attributes identified from an extensive literature revieo as discussions with experts
which include thedesign optimizatio, load time, page size, number of items, page speed,
broken links, respuse time and marlp validation. This studysuggestedca model by
using AHP approach tgaugethe performance of library websites. Finally, the model can
be used as guagewebsite dsign guidelinethat helps to develop usable websites across

library domaing2].

Devi et al. (2016) e mainaime of this paper is to design the website evaluation
framework for academic websiteBhe quality of an internet site makes an internet site
profitable, easy and accessible, and it conjointly offers helpful and reliablenation
providing good design and visukllok to satisfythe user's needs and expectatiofise
researchers design new evaluation framework based on the main desdityinants of

the chosen base model (ISO 94P6and rearranged to group factors with an equivalent
semantic meaning in one category fgynoving existing repetitions and different factor
names. thus, This model to evaluate the quality of websites using wliffquality
assessment techniques starting in the earlier stages of the website design, during the

intermediate design stages and the deployment Sialges

Khan et al. (2013)his study aimedo check the Asian airline's website quality via online

web diagnostic tools. The researchers used the analytical hierarchy process which
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generates the weights for each metrics and makes it easy to judge the better results to
evaluate the website performance of each airline in Malaysia. The researchers used the
metricsinclude Load time page size, no. of items, response time, page speed, availability,
broken links, response time, mark up validation, design optimization, page rank and traffic
to make thebetter performance website and fwovide a future approach for customer

satisfaction with the websit¢g].

There an enormougyrowth of web applications analso the web applications are not
simply static, documenrbriented but dynamic applications with several technologies to
form complex, het®geneous web systems and applications. Many of the current website
evaluationtechniquesand criteria for evaluating web application are unable to assess the
performance and quality of web application, and most of them focus purely on usability
and accesbility. And therefore, the researches presented an analysis methodology
consistent with measurement approaches used in the performance evaluation domain and
guideline review approaches used in the quality evaluation domain and they propose an
automatic tol to calculate the quality and aesthetic factors of web applic&igdkarni et

al. (2012)[6]

Dominic et al. (2011) the researchersuggesteda methodology forchoosing and
evaluating the bestgovernment website based on many metrics of website performance.
they used a group of metrics namely load time, response time, page rank, the frequency of
update, traffic, design optimization, page size, number of the item, ditgsgrror,

markup validation, and broken link. Thus, they proposed some methodologies for
determining andneasuringhe best ggovernment sites based on many metrics of website
performance, consisting of analytical hierarchy process (AHP), fuzzy mahlgterarchy
process (FAHP)linear weightage model (LWMandalsoone new hybrid model (NHM).

This NHM has been implemented using LWM and FAHP to generate the weights for the
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metric which are much better and guaranteed more fairly preference of raettithen
theyemploya hybrid modebmonglinear weightage modeindfuzzy analytical hierarchy
processaapproach for the website. Then the results of this study confirmed that most Asian

websites fail in performance and quality criteria. By applying tHaridlymodel approach

[8].

Jati et al. (2011)his studyappliesthe test toevaluatethe egovernment of website
performancefor some Asian countriesby using web diagnostic tools onlinethey
suggestech methodology forchoosingand evaluating théetter e-government website
supported severaimetrics of websiteperformance. They used the PROMETHEE II
techniqueto get the perfectranking of thee-government websiteg\nalytical hierarchy
process AHP) has been proposed for determinitige betterwebsite to support researcher
into the decisiormaking activity, that aims to determine thebetter website betweena
groupingof egovernment webg. The final score obtains feach website across each
metric is calculated bysingmultiplying the weigh of each metric wth theweight of each
website. The website which has got the higlsestre is suggested as the beebsite and
decision maker may consider that one as the besside choice. Results of the e
government websites performance based aad Itime, responséme, page rank, the
frequencyof update, traffic, design optimization, size, number of items, acdégssoror,

markup validationand broken link9].

Islam et al(2011)the presenéd studyconcentratéoth the user's point of view aa@plied
automated tools to evaluate the performance of some academic websites in Bangladesh by
using twoortline automated tools, such a&b page analyzeand HTML toolbox were

used along with a questionnaire directedusers ofthat websites. They used Webpage
Analyzer totestthe internalmetrics of the websites including the totab of images,

HTML page sizesthe totalno of HTML files and other relevant items of websit@fe
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researchers recommended that these we=hiught to be designed supported further
content; incorporate a lot of academic data, and priority ought to run for coming up with

easy websites [4].
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Table 3.1 Summary of the above literature iew.

Performance evaluation of websites

using entropy and grey relational
analysis methods: The case of

airline companies

2017

This study have

proposed a hybrid mode

to combine Grey

Relational Analysis and
Entropy Weight Method

for determining and

evaluating the

performance of airline

websites

Traffic, page
rank, design
optimization,
load time,
response
time, markup
and broken

links

They used a
combined both
many rules
decisionrmaking
methods were
employed for the
analysis of the
performance
about the airline
websites by used
that Entropy
Weight and the
Grey Relational

Analysis.

They found
endorsed that the
performance and
the performance
metric were
neglected by the

airline's websites.

this study was
for evaluating
airline websites
only and it's
unless used for
more domain
and also
researchers
developed a
static model to
evaluate websitg

performance.
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An Empirical Performance Present an empirical to | Bandwidth, | The focused Evaluated This paper does
Evaluation of Universities Website | 2016 evaluate universities response methodology has| university websites| not use all
website performance | time, page been made to find in Jordan by possible metrics
using automated size and all possible automatic online | in the website
Usability Testing tools | Performance,| metrics in the evaluation tools for| design.
like GTMETRIX, load time, website design | both performance
PINGDOM and results | Speed, with reference to | and usability
are analyzed based on | Mobile, some of the majol
said metrics in this SEO, Universities and
paper. Security, and four automated
No. of evaluation tool
Requests that is used to
calculate the
website
performance.
Analytic Hierarchy Process (AHP) Set up a scientific and | Load time, | They used AHP | The modelis used| This study can
Based Model forAssessing 2016 implementable index number of and FAHP as a regular welis | adopt more
Performance Quality of Library system for the aim of | components, | proposes to design guideline | fuzzy metrics to
Websites analysis of web site page speed, | measure and that helps to evaluate the
performance quality thal page size, compare the develop usable website and this
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ought to lead the

construction of the web

site to an easy and

informative level.

response
time, mark
up validation,
broken links,
and design

optimization

performance of

those websites.

This study
engaged in an
exceedingf
scientific
discussion on the
feasibleness of th
Analytical
stratified method
(AHP) approach
supported a muki
metric decision
making
methodology and
reatworld
application to
judge the

performance of

websites across

library domains.

study was for
evaluating
libraries
websites only
and it's unless
used for more
domain and alsqg
reseachers
developed a
static model to
evaluate websitg

performance
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library websites.

Framework for evaluation of

academic website

2016

The main idea of this

paper to create a websit

evaluation framework fo

academic websites.

Usability,
Content,
Presentation,
Functionality,
and
Reliability

This paper desigr
new evaluation
framework based
on the main
quality factors of
the selection and
based on model
(ISO 91261) and
rearranged to set
factors with an
equivalent
semantic meaning
in one category
by removing
repditions and
different factor

names.

This model is
applied to evaluate
the quality of
websites using
different quality
assessment
techniques starting
in the earlier stage
of the website
design, during the
intermediate
develop stages anc
the deployment

stages.

They used for
analyzing
gualitative data
only without
using more
guantitative

metrics.
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Measuring Quality of Asian Airline The aim of this research Load time Various web 1. To propose a This study was
Websites Using Analytical 2013 is to evaluate the metric| page sie, diagnostic online | new methodology | for evaluating
Hierarchy Process: A Future which make a good response tools are used to | for evaluating the | Asian airline's
Customer Satisfaction Approach. quality website and to | time, page | evaluate each best airlines website only and
give a future approach t{ speed, metric of the websites operates | it's unless used
customer satisfaction | availability, [ website. in Malaysia. for more domain
with the websites. The | broken links, and also
. The data was 2. To explore the
high success factor for | no. of ) ) researchers
_ _ takenin more metricthat
any online channel is th{ component, , , developed a
_ ' than 30 trials at | constitutes a good _
design of the website. | response , ) _ _ static model to
. the different time | quality website. _
time, markup evaluate websitg
o to analyze the
validation, _ performance.
_ websites and use
design
o AHP Model from
optimization, _
previous research
pagerank and
_ to evaluate each
traffic )
metric
Empirical and Automated Analysis This paper has set up th Page load, | This paper By this paper, they| They used for
of Web Applications. 2012 aesthetic factors are response presengd an developed an analyzing
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decisive in deciding the
quality of web
application, and they
surveyed various quality,
factors of web
applications, and have
empirically test web
applications then they
proposed aautomatic
tool, to calculate the

quality and aesthetic

time, optimal
navigation
times,
HTML,
maintainabilit
y, security,
functionality,
usability,
efficiency,
creditability
and security

analysis
methodology
consistent with
measurement
approaches used
in the
performance
evaluation
domain and
guideline review

approaches used

interactingtool to
enable non
professional
website builders to
check for quality

aspects

qualitative data
only without
using more
guantitative

metrics

factors of the web in the quality
application. evaluation
domain.
A comparison of Asian e The researchers Load time, They suggested | This study This study was
government websites quality: usingl 2011 suggested a method for| response some method for | confirmed that for evaluating
a non-parametric test selecting and evaluating time, page | selecting and most Asian most Asian
the better ggovernment | rank, the measuring the websites falil in websites only

website based on some

metrics of website

frequency of

update,

better e

government sites

performance and

guality metrics by

and it's unless

used for more
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performance.

traffic, design
optimization,
page size,
number of he
item,
accessibility

error, markup

based on multiple
metrics of website
performance,
consisting of
AHP, LWM ,
FAHP, and NHM.

applying the hybrid

model approach.

domain and alsqg
researchers
developed a
staticmodel to
evaluate website

performance.

validation,
and broken
link
Quality Ranking of E-Government | 2011 This study conducted to| Load time, They suggested g selecting the best | This study was
Websitesi PROMETHEE I evaluate thee response method for website between ¢ for evaluating e
Approach government website time, page | determining and | group of e government
performance about rank, the measuring the government website only and
multiple Asian countries| frequency of | better e website. it's unless used
by web diagnostic tools.| update, government for more domain

traffic, design
optimization,
size,no of

items,

websites bysing
several metrics of
website

performance.

and also
researchers
developed a

static model to
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accessibility

error, markup

They
implemented the

evaluate website

performance.

validation, method by using
and broken | both between of
link PROMETHEE II
and AHP.
Evaluation of Usage of University 2011 Two online automatic | Total no of | Two online This paper focuses This study can
Websites in Bangladesh tools, i.e, HTML toolbox| HTML files, | &Utomatictools, | ot the user's | use more
dweb I l.e, web page fyi _
and web page analyzer | HTML page analyzer, and purposeof view metrics to
were used beside a forn| sizes, hypertext mark | and automated evaluate
directed towards users { composition, | UP language tools to evaluate | website

those websites. Websitg
internal options are
known and suggestions
are provided within the
study to reinforce the
usability of those
websites. Several
analysis ways are

suggested to assess the

total number
of images,
and
download

time

toolbox were
employed along
with a
guestionnaire
direded to users
of these websites
Tools were
applied to
measure the
websites
attributes which
cannot be

usabilty website
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usability of internet sites
to recommend
enhancements within thi

style of internet sites.

understood by the
users like HTML
code errors,
download tme,
and size of the
HTML pages.
The questionnaire
was designed
based on the 23
usability metric
divided into five
categories.
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3.2 Performance Standard

Every webpage design has its own features and these features have disadvantage and
benefits. There is a mechanism for measuring the effects of the webpage component
towards the performance and quality of the website. This mechanéamuring time and

the sze, component needed by the userorder todownloading a website. The main
factors that will affect download time are page size (bytes), number and types of
component, number of a server from the accessed Retearchmakesby IBM may be

used as a re¢ar for measuring performan¢@merson et al., 2001383].

Table 3.2describes all of the metric and performance standards that should be fulfilled by
a website to be a good quality website. Tested metrics consisebfiage loading time
average serveresponse timenumber ofitem per pageand webpage size in bytes.
Standard international download tirmeorder tothis performance can hesed as a rdab
categories the tested webpage. Automation in testing for website performance is a new
opportunity ad a new method, and should be applied for evaluating the performance of
the website. For leveraging the effectiveness of continuous perforreahaecementhe
developer community has been aggressive in attaining TQM strategies by implementing

ISO 9001:P00kind (Sakthivel et al., 200134].

Table 3.2:Standard of the website performariga]

Evaluate Metric Performance standard

Average server response time < 0.5 second

Number of item per page < 20item

Webpage loading time < 30 second
Webpage sizen byte < 64 Kbytes

Source:Amerson et al. (2001)

Broken links can give a bad effect for the truthfulness of a website. truthfulness is very

important in the World Wide Web, becausansactiorbetween customer and seller is not
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on the spot and the risk traud is several times higher. The customer would truthfulness

choose to buy from a website that looks professional.

3.3 Conclusions

In summary, the literature points out the fact that the importance of assessing performance
in websites and identify severaletrics along with which websites can é&ealuated for
performance andnether approach can also be conducted for other service sectors such as
e-business and academic websites [8]. And it is necessary to provide a method to evaluate
the performance of websites by a dynamic model which includes various technological and
logicd factors. As a contribution to addressing this need, this study was aimed to build a
dynamic model based on machine learning to evaluate websites perfornfdmecenodel

was developed on the premise of a conceptual framework, that consisted of quantitati

quality metrics known.
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Chapter 4
ProposedMethod

This chapter proposes a new approach dealuatingthe websites performance using

machine learning. As shown in figure 4ahd b implement this research. Thus, this

chapter issplit into six sections, in section 4.1 we will investigate the best mduics

measuring website performanaee section 4.2 we present the setup of the experiment that

includes experimental environment, experimental tools, and experimentialg,sen

section 4.3 collectiordata forthe metrics and creating of the daggsin section 4.4

determining theregression methods to develop the model, in section 4.5 calculating

weights for every metric. finally, in secti@gné Modek evaluation.

v

Dataset

Multiple

—S linear
Regression

Support

SN Vector
Machine

Mathematical Model

Gt 9a[ azf

Model Generate

Evaluation Weight

Figure 41: The steps of implement the methodologydel
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4.1 ldentification of metrics that affect the performance ofthe website

There is a large number of metrics that affect websites performance; in our stuthyave
selecedall metrics from the previous study and make Online Questionndiredtout the
local experts opinion foasking them What are the best metrics that affect websites
performance?'. Thus, we take the metrics selected was good and excéitent the

online questionnaireTable 4.1 shows metrics were used in this study.

Table 4.1: Website PerformanceEvaluation Metrics by Online Questionnaire

(experts opinion )
Choose the best metrics that affect website performance?
Web Metric Poor / Good / Excellent

Response Time A Poor A Good A Excellent
Load Time A Poor A Good A Excellent
Broken Links A Poor A Good A Excellent
Bandwidth A Poor A Good A Excellent
No. of Requests A Poor A Good A Excellent
page size A Poor A Good A Excellent
Number of items A Poor A Good A Excellent
Page eed A Poor A Good A Excellent
Mark -up validation A Poor A Good A Excellent
Throughput A Poor A Good A Excellent
Design Qptimization A Poor A Good A Excellent
DNS Lookup Time A Poor A Good A Excellent
Time To Interact A Poor A Good A Excellent
Time To Title A Poor A Good A Excellent
Time To Start Render A Poor A Good A Excellent
Connection Time A Poor A Good A Excellent
Time to First Byte A Poor A Good A Excellent
Time to Last Byte A Poor A Good A Excellent
Page Rank A Poor A Good A Excellent
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The Frequency of A Poor A Good A Excellent

Update

Accessibility Error A Poor A Good A Excellent
Availability A Poor A Good A Excellent
Optimal Navigation A Poor A Good A Excellent

Times

Total Number of Images A Poor A Good A Excellent
Total Number of HTML A Poor A Good A Excellent
Files

Composition A Poor A Good A Excellent

4.2 Experiments Setup

In this section, we have a description of the experimental environment of the experiments
and determined the experimental tools that are used in the experiments, finally determine

the setting of the experimeritsthe research.
4.2.1 Experimental Environment

We applied experiments on a machine with propertiesghatel (R) Core (TM) i54210U
CPU @ 1.70 GHz (4CPU), 4.00 GB RAM, 500 GBEdalsk drive and Windows 7, the

64-bit operating system installed.
4.2.2 Experimental Tools
In our experiments we used the following tools:

9 Snipping Tool:

It is program to capture all or part of computereenand also can be add notes tisane

the snip from théool window [13].
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1 IBM SPSS Software:

The IBM SPSS® software platformffers advanced applied math analysis, a massive
library of machindearning techniques, text analysis, ofs@urce extensibility, integration
with big data and seamless readying into applications. Its simple use, flexibility and
measurability build IBM 8SS accessible to users with all expertise levels and outfits
projects of all sizes and complexness to assist you and your organizatiomprtve

efficiency and minimize riskL4].

1 Microsoft Office Excel:

We used to prepare and store dataset in taliles, do some simple preprocessing and

analyze the results.

1 Rapid miner program:

Is applied as an environment for machine learning and also used to data mining processes
[19]. And also it is opersource and implemented in Java. It illustrates a new method to
design even very complex problems a modular operator concept which allows the
design of intricate nested operator chains for a large variety of learning issues. RM uses
XML to describe the operator trees modeling knowledge discovery (KD) procd®lks.

has elastic operators for data input and output in different file formats. It contents more

than 100 learning schemes in order to classification, regression, and clustering tasks [12].
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4.2.3 Experimental setting

In the research, table 4.2etting al configurations that ar@ppliedin the experiments.

Table 4.2 The environment of the experiment

)\[s/| Experiment Issue Notes

{1 The internet browser In this issuewe determine the Google Chrom:e
browser of experiments

“ Internet speed In our experimentsve have 8 Mb/s internet
speeds.

4.3 Collection of data and creating of the dataset

In the study, 8 metrics were identified for evaluating the performance of the website
primarily. The number afnetricswas reduced t&1 metrics by 4 expert3.he epertswere
computer engineers and experienced in softwase) design, web masters;sashown in

Table 4.3the metrics were used in this study and their descriptions

Table 4.3 Website Performance Measurement Metric

Web Metric Description

sEeenisiss - A website server should respond to a browser request within certai
Time metrics.

Ferlelringlsr - Itis used to calculate the time required to load a page and its grapf
Broken Broken links always reduce the quality of the website. Websites ha
Links internalor external links. A visitor expects the links to be valid, load:
successfully to the clicked page.

No. of The number of request/response between a client and a host.

Request

o:lssivisl - The size of the web pages in the website.

mark-up It is utilized to assess and calculate the number of HTML errors, wt
validation exist on the website, such as orphan codes, coding errors, missing
and etc.
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The scripts, HTML or CSS codes optimized for faster loading. The
slailyl=iilelgl| optimization also redws the number of website elements such as
images, scripts, html, css codes or video.
== slssl Page speed is often confused with "site speed," which is actually tF
page speed for a sample of page views on a site. Page speed can
described in eithélpage load time" (the time it takes to fully display
the content on a specific page) or "time to first byte" (how long it tal
for your browser to receive the first byte of information from the we
server).
Start time is measured as the time frahe start of the initial navigation until the
render first nonwhite content is painted to the browser display.

Gzl Is time that the web browser is connecting to the server.

time

BT 6ol o DNS time is the amount of time it takes a domain lookup to oghile

browser retrieves a resource.

Using website diagnostic tools for collecting data for all metrics, and creating the dataset
will take place. All of the data for this research was taken using PC with specification:
Intel(R) Core(TM) 54210 CPU @1.70GHz, using Local Area Network internet

connedbn with 8 Mb/s internet speedEable 4.4 Website diagnostic toals

We used a number of widely available web diagnostic tools online, thus we used widely
available website performance tool and webpagmeed analyzer online service
(www.gtmetrix.con). List of performance measured and reported by this service include
page size, number of request (HTML, images, CSS, scripts), and load time. Another
available online tool that we wused which s for testing alijyyq was:
(www.duplichecker.com/brokelink-checker.phpwhich was utilized in order to monitor
broken links as a dead linkon the website Another available online tool

(www.websitepulse.com) that we used which is for Verifies the server status, dosvnload
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the full HTML content, measures the response time of the tested website atitealswe

needed for the DNSnd connection time to the serveklso available online tool
(https://www.land1l.com/websighecker) that used to check the number of website
elements such as images, scripts, html, css codes or ideee W3 C6s HTML v al
website (http://validator.w3.org) was used to validate the HTML code of web documents.
There is also tool (http://www.webpagetest.org) that we used to check the timen&om t

start of the initial navigation until the first navhite content is painted to the browser

display.

Table 4.4 Online Web- Diagnostic Tools for Data Collection

Vs Web- Diagnostic Tools Measurement unit
esllelpslss - www.websitepulse.com Second
Time

Corl s www.gtmetrix.com Second

Broken www.duplichecker.com/brokelnk- Number

Links checker.php

No. of www.gtmetrix.com Number

Requests

page size www.gtmetrix.com Number

ofle[shselslsle s www.gtmetrix.com Number

mark-up https://validator.w3.org/#validate_by url ~ Number

validation

design https://www.1land1.com/websighecker %

optimization
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Ohlla=milen | https://www.websitepulse.com/ Second
Time

Siciilines | https://www.webpagetest.org/ Second
Render

DNS https://www.websitepulse.com/ Second

Lookup

As shown intable 4.5 we colleced data for174 random websites in different domains,

such as : (Education, health, government, and business)

Second Second Number MB Number % Number Number

Domain Response TirLoad Time roken Link Page Sizec-up validn optimiz of Requetart RendeNs Look unection Terformance
https://www.alquds.edu/ar/ 1 1955 6.8 2 1.48 53 67 75 37 0.146 0.146 75
https://www.najah.edu/ar/ 2 1.641 2.69 o 3.97 30 75 70 27 0008 0001 70
http:/fwww.qgou.edu 3 1.847 249 (] 443 5 66 86 18 0.084 0.001 77
https://www.alagsa.edu.psfar/hom 4 3.869 104 2 198 42 55 85 5.4 0.148 0.162 65
http:/fwww.hebron edu/index.php/e 5 9.058 127 113 14 73 20 a3 99 0.402 0.146 73
https://cu.edu.eg/ar/Home 6 6.516 7 3 1.43 a7 58 91 48 1] 0.154 74
https://www.bethlehem.edu/arabic 7 0.27 37 1] 1.83 44 64 64 23 1] 0.013 71
http:/fwww.damascusuniversityedt 8 3.873 242 13 0.861 477 30 54 2 0.201 0.184 30
http://paluniv.edu.ps/ g 7.758 19.4 12 419 55 a5 111 a5 4138  0.149 65
https://www.birzeit.edu/ar 10 0.288 57 1 49 55 58 89 23 (] 0.141 77
http://uchaghdad.edu.ig/ 11 | 4418 10.3 2 5.87 a5 &7 72 33 2129 0001 80
http://nahrainuniv.edu.ig/ar 12 3.282 35 6 3.52 52 41 111 14 1] 1] 71
http:/fwww.alazhar.edu.ps/arabic/i 13 4643 3.8 2 8.81 40 61 192 2.8 3744 0.143 63
http:/wan kuniv.edufku/ar/ 14 | 4543 114 1 5.95 2 53 61 7.1 3744 | 0143 65
https://fwww.ut.edu.lb/ 15 3.175 123 2 19 18 61 299 6.7 1.052 0.096 66
http:/fwww helwan.edu.eg/Arabic/ 16 5.678 85 32 251 54 30 74 204 0.362 0.135 69
http://waw.mivegypt.edu.eg/ 17 6235 a1 g 3.69 139 57 130 a5 0184 0074 &7
http://futureuniversity.com/ 18 2178 39 3 1.08 24 62 60 198 0.075 0.07 75
http://alexu.edu.eg/index.php/ar/ 19 6.015 106 1 188 58 46 a5 45 0.231 0.138 75
http:/ fwww bau.edu.lb/ 20 1.749 135 1 7.55 46 64 132 37 1.095 0.083 75
http:/fwww.ju.edu jofarfarabic/hon 21 1.493 169 10 7.13 52 52 170 214 1] 0.153 75
https://waw yu.edu jof 22 2638 7.1 7 14 115 54 68 57 0232 0154 66
https://hu.edu.jo/ 23 2.382 4.4 (] 1.26 1z 71 72 2.2 1.249 0.153 66
http:/ fwww.ahu.edu jo/ 24 0.722 8.4 (] 9.05 1z 51 101 37 0.257 0.155 67
https:/fwww.ul edu lb/default.aspx 25 6.199 7.5 2 332 10 55 30 6.3 0.285 0.153 79
http:/fwww.aun.edu.egfarabic/ 26 2.886 17 (] 6.08 1001 63 119 23 1.193 0.163 78

Table 4.5 Sampleof the originaldataset
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As shown intable 4.6the dataset considered for analysis and along with a description of

thedataset is as shown in table 4.7

Response Load_time Broken_lii Page_Size Markup_v Optimizat No_of_Re Start_Ren DNS_Look Connectic Performan
1.955 6.8 2 1.48 53 67 75 3.7 0.146 0.146 75
1.641 2.69 0 3.97 30 75 70 2.7 0.008 0.001 70
1.847 24.9 0 4.43 3 66 86 1.8 0.084 0.001 77
3.869 10.4 2 1.98 42 35 85 2.4 0.148 0.162 65
9.058 12.7 113 1.4 73 20 93 9.9 0.402 0.146 73
6.516 7 3 1.43 97 58 91 4.8 ] 0.154 74
0.27 3.7 0 1.83 44 64 64 2.3 o 0.013 71
3.873 24.2 12 0.861 477 30 54 8 0.201 0.184 a0
7.738 19.4 12 4.19 35 46 111 9.5 4.138 0.149 65
0.288 2.7 1 4.9 a5 38 29 2.3 o 0.141 77
4.418 10.3 2 6.87 95 67 72 3.3 2.129 0.001 a0
3.282 3.5 6 3.52 22 41 111 1.4 o 0 71l
4.643 8.8 2 8.81 40 61 192 2.8 3.744 0.143 63
4.643 11.4 1 6.95 2 53 61 71 3.744 0.143 65
3.175 12.3 2 19 18 61 299 6.7 1.052 0.096 66
5.678 8.5 32 2.51 34 30 74 20.4 0.362 0.135 69
6.235 4.1 9 3.69 139 a7 130 4.5 0.184 0.074 67
2.178 3.9 3 1.08 24 62 60 13.8 0.075 0.07 73
6.015 10.6 1 18.8 28 46 95 4.5 0.221 0.138 73
1.749 13.5 1 7.55 46 64 132 3.7 1.095 0.083 75
1.493 16.9 10 7.13 52 52 170 21.4 o 0.153 73
2.638 71 7 1.4 115 64 63 5.7 0.232 0.154 66
2.282 4.4 0 1.26 12 71 72 2.2 1.249 0.153 66
0.722 8.4 0 9.05 12 31 101 3.7 0.257 0.135 67

Table 4.6 The chtaset for analysis

Table 4.7 description of the dataset

Metric Type

Response Time
Load Time
Broken Links
No. of Requests

page size

page speed

mark-up validation
design optimization
Start time render
Connection time
DNS lookup

Numeric value
Numeric value
Numeric value
Numeric value
Numeric value
Numeric value
Numeric value
Numeric value
Numeric value
Numeric value

Numeric value
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After that, SPSS statistical tool to find the most influence metrienhancing thevebsite
performance amonall the collected metricand rule out every metric unlelas no affect

website performancesee figure 4.2.)

File Edit View Data Transform Analize DirectMarkeing Graphs Utiiies Addons Window Help

SR M-~ BLANBEE BoH 19

Visible: 11 of 11 Variables

Response_ti| Load time | Broken_link | Page_Size |Markup_valid| Optimization| No_of Reque| Start_Render| DNS_Lookup Connection_ti Performance ar ar ar ar ar
me ation st _time me
1 1.955 6.800 2 1.480 53 67 75 37 146 146 75 =
2 1.641 2.690 0 3.970 30 3 70 27 008 001 70
3 1847 24900 0 4430 5 66 86 18 084 001 77
4 3.869 10 400 2 1.980 42 55 85 54 148 162 65
5 9.058 12.700 113 1.400 73 20 93 99 402 146 73
6 6.616 7.000 3 1430 97 58 Ell 48 000 154 74
7 270 3.700 0 1830 44 64 64 23 000 013 Il
8 3873 24200 13 816 477 30 54 80 201 184 80
9 7758 19.400 12 4190 55 46 m 95 4138 149 85
10 288 5.700 1 4900 55 58 89 23 000 141 77
1 4418 10.300 2 6.870 95 67 72 33 2129 001 80
12 3282 3.500 3 3520 52 4 m 14 000 000 m
13 4643 8.800 2 8.810 40 61 192 28 3.347 143 63
14 4643 11.400 1 6.950 2 53 61 71 3744 143 65
15 3175 12.300 2 19.000 18 61 239 6.7 1025 096 66
16 5.678 8.500 32 2.510 54 30 74 204 362 135 69
17 1.789 4.100 9 3.690 139 57 130 45 184 074 67
18 2178 3.900 3 1.080 24 62 60 19.8 075 070 75
19 1.066 10.600 1 18.800 58 46 95 45 231 138 75
20 1.749 13.500 1 7.550 46 64 132 37 1.095 000 75
21 1.493 16.900 10 7.130 62 52 170 214 000 183 75
22 2638 7.100 7 1.400 115 64 68 A7 232 154 66 —
{ tattettetteteteteteteh e tbetobe ettt fotebefnttolntoletetohtedelofttelleleh ool ftfollelaletotsttelleteleltoletetolleleleltetetobtellelelieietobleladeloblotetablel ¥l

Data View | Variable View

IBM SPSS Statistics Processor is ready

Figure 4.2 The most influace among the collected metrics

4.4 Determine machine learning method

Machine learning methods are the backbone of our approach in the resbarebsed to
generate the weight of the metridence,the task of regression and classification is to

predictwebsite performancfy) based ometrics (X), based orthedataset :

If Y is numerical, the task is calledgression
If Y is nominal, the task is calledassification[17]

There arevariousalgorithms for regression methods. Hence,appliedlinear regression
and support vector machine regressittrat depends on thgolume and structure of the
datasetln this thesis, we have two different algorithms for conducting the experiments on

the same dataset, namely, linear regression and support vector machine to explains the
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comparison of the models that give the best results in terms of the Correlationieoeffi

in the performance evaluation metric.

4.4.1 linear regressionmodel

thetechniques a statistical approach to constradinear model predicting the value of the
metric while knowing the values of the other metricsertiploysthe least mean square
methal in order to adjust the parameters of the linear model/fun¢tidah The main
process of linear regression method that we applied on the experiment; this method is

implemented via Rapid Miner too{see figure 4.3:)

Retrieve data_educa... Select Attributes Set Role
] out exa H  exa exa 0 exa [ES
¢ - f’ -4 or o ari res
= ﬁf J res
res
Split Data Linear Regression Apply Model

rmod lab E

Figure 4.3 The main process @ihear regression method in Rapid Miner tool

The previews figure 43t he main process of the I|linear

following steps:

1. Retrieve: a dataset is loaded to the process uBiegd Excebperator.

2. Select Attributes: this Operator selects a subsetnwétricsof an set and removes the

othermetrics, n our case we selected all metrics

42



3. Select Role:The role of a metric describes how other operators handle this mvé&ic.
selected role is the labelhich the metrics wh the label role acts as a target metric for
learning operators.

4. Split Data: this operator isa particular operator adapted tlivide the dataseto the
training and the testing datasets. In our case we make a split 80:20, in particular,
starting from tle dataset are created the training dataset and the testing dataset
containing respectively 80% and 20% of the data, respectively. The testing dataset is
used to test the accuracy of the created model.

5. Modeling: a dataset is fed into a linear regressionrajpe, which is responsible for
building and calculating the linear regression model and to get a prediction on unseen
data.

6. Evaluation: to apply a linear regression model on the dataset and to predict the
performance, the Apply model operator is usedil@nother hand, the performance of
the linear regression model in prediction is evaluated and verified using %Performance
(Regression) operator. The %Performance (Regression) operator is customized to
measure the performance of regression models only.efidrer the selection of the
evaluation metrics; Correlation Coefficient (CC), average absolute error, and average

relative error is made in this stage.

4.4.2 Support vector machine regressionmodel

The algorithm builds support vectors in a hidjmensional featurarea Then, hyperplane
with the maximal margin is constructed. The kernel function is used to transform the data,
whoseaugments the dimensionality of the data. This augmentation stisithatiethe data
can be separated with a hyperplane with much higher probability, and establish a minimal

predction probability error measurd.2]. The main process of support vector machine
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method that we applied on the experiment; this method is imptechema RapidMiner

tools( see figure 4.4:)

Apply Model

Retrieve dataset_ed... Select Attributes

Performance

SVYM (Linear)

tra miod

v

Figure 4.4 The main process of support vector machine method in RapidMiner tool

The previews figure4.4t he main process of support vect

following steps:

1. Retrieve: a dataset is loaded to the process uBiegd Excebperator.

2. Select Attributes: this Operator selects a subsemnuédtricsof an set and removes the
othermetrics, h our case we selected all metrics

3. Select Role:The role of a metric describes how atleperators handle this metridle
selected role is the labelhweh the metrics with the label role acts as a target metric for
learning operators.

4. Split Data: this operator isa particular operator adapted to split the dataset into the

training and the testing datasets. In our case we make a split 80:20, in particular,
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starting from the dataset are created the training dataset and the testing dataset
containing respectively 80% dr20% of the data, respectively. The testing dataset is
used to test the accuracy of the created model.

5. Modeling: a dataset is fed into support vector machine regression operator, which is
responsible for building and calculating the support vector machine model and to get a
prediction on unseen data.

6. Evaluation: to apply the support vector machine model on the datasd to predict
the performance, the apply model operator is used. On the other hand, the performance
of the support vector machine model in prediction is evaluated and verified using
%Performance (Regression) operator. The %Performance (Regressioajooper
customized to measure the performance of regression models only. Therefore, the
selection of the evaluation metrics; Correlation Coefficient (CC), average absolute

error, and average relative error is made in this stage.

4.5 Calculating weights for every metric

In this step, we generatea weight for every metridy using regressiommethods
Moreover after generatedveight to every metric, we can arrange the most affect metrics

on the websit dh@ kvelpihe Hiecarcgpa shown in figure 4.5
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Figure 45: The levelof the hierarchyf web metrics

4.6 Modelevaluation

The weights of metrics were calculated by using the regression Methods and then evaluate
the performance of the websitesing mathematical atdel. Hence, After building different
regression models namely, linear regression model and support vector machine regression
model. There are criteri@herdoy they can be evaluated and compared to take the best

perfaomance among the models.

1 Average absolute error: it represents the average absolute deviation of the

predictionfrom the actual value (it is expressedvebsite performanggLl].

1 Average relative error: it is calculated as the average of firediction that sees in
the numerator the error in absolute vadumeongthe predicted values and the respective

real values and the denominator the real value (it is expressed in percgiithge)
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1 Correlation: it provides a percentage correlation vahmongpredicted and actual
values in a range between 0 and 100 where 100 represents the fpeefsastof data

by the model (it is expressed in percentddi).
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Chapter 5

Model Analysis andEvaluation

In this chapter, we present the results of research experitfaitpresented in the
previous chapter and finally we discuss these results. The results include four sections, in
section 5.1 we present model analysis by using two different algorithmsnésr li
regressions and support vector machine regression, in section 5.2 we present ewdluation
the modelgo adoptthe best performance for models, in section 5.3 Identifying most affect
metrics in the level of the hierarchy, in section wd presenmodeling details and in

section 5.5 we present the results of the proposed model compared to other methods in the

previous studies.
5.1 Model Analysis

In this section are discussed experimental analysis by using SPSS tools and RapidMiner, in

order to get mosffected metrics and to take the best algorithm performance.
5.1.1 Model AnalysisUsing SPSS Tool

In order todetermine the mosinfluential metric on the performanceof websites from the

dataset collected, as mentioned in section 4.3, we run SPSS on the same dataset. Thus, The
number of metrics was reduced to 7 metrics were the most affect website performance
based on significanh coefficient tableTable 5.1the coefficient thle after performing the

statistical analysis into the SPSS tool.
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Table 5.1: Coefficients of usedetrics

Coefficients @

Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

(Constant) 79.006 1.965 40.201 .000
Broken_link -.109 .014 -.445 -7.555 .002
page_size -.419 121 -.194 -3.464 .001
response_time -.563 .318 -.099 -1.769 .048
No_of_Request -.056 .016 -.209 -3.545 .001
Optimization .054 .022 132 2.398 .018
load_time -.175 .075 -.130 -2.319 .022
Markup_validation -.012 .006 -.104 -2.022 .045

Result of above coefficient table:

Multiple regressionwere run to predict performance from metrics. These metrics
statistically significantly predicted performance, p < .05. Hence, we retain to those metrics
whose significant level is < 0.05 and remove those metrics whose significance level is >
0.05 from the moel. Table 5.2the metricsthat have significantly impact thgerformance

of websitesafter SPSS analysieom the dataset

Table 5.2 Highly affected metrics on website performance

Metrics Type

Response Time Numeric value
Load Time Numeric value
Broken Links Numeric value
No. of Requests Numeric value
page size Numeric value
mark-up validation Numeric value

design optimization Numeric value

49



5.1.2 Model AnalysisUsing Machine Learning

After determiningthe metricsthat significantly impact the performanoé websites from

the dataset as mentioned in section 5.Tlerefore we have used various regression
methods namely linear regression and support vector machine regression on the same
dataset as mentioned in 8en 4.4. The experiments aimed to compare machine learning
algorithms to take thbest algorithm to create a model the evaluabn of the website

performance.

5.1.2.1 Linear Regression Results and Analysis

In order to evaluate the performance of the limegression model by using Rapidminer
tool, we run an experiment on the dataset. As Shown in figure 5.1 to understand how the
prediction is successful, correlation, average absolute error, and average relatias e

mentioned in section 4.4.1

PerformanceVector

PerformanceVector:
absolute error: 5.897 +/- 4.624
relative error: 9.64% +/- 7.66%
correlation: 0.715

Figure 5.1:Performancef model by LR

Figure 5.2 the plot of prediction of performance of the websitesigehe linear line using
the linear egression method, The straight line red represents the real values of the
performance of websites, and tbkie line indicates the deviation in the prediction of

linear regression.
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Figure 5.2The plot of prediction of performance of the websitasuwe the linear line

using the linearagression method

5.1.2.2 Support Vector Machine Results and Analysis

In order toevaluate the performance of the support vector machine model by using
Rapidminer tool, we run an experiment on the same dataset. As Shown in figure 5.3 to
understand how the prediction is successful, correlation, average absolute error, and

average relate eror as mentioned in section 4.4.2
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PerformanceVector

PerformanceVector:
absolute error: 6.993 +i— 5,277
relative error: 11.72% +/— 9.75%

correlation: 0.652

Figure 5.3 Performancef model by SVM

5.2 Model Evaluation

The experiments aimed to compare machine learning algorithms to create a model for the
evaluation of the website's performance. In order to evaluatg@difermance of our
model. We take the best algorithm based on correlation, average absolute error, and

average relative error as mentioned in section 4.6.

Our approach aims to achieviee bestperformance results in comparison to the state
betweenthe two models. We evaluated our approach on theesdataset. Table 5.3 the
comparison results of Model3he correlation in linear regression model shows a good
prediction is 71.5 % compared with the correlation support vector machine 65.2%.
However, the linearegression provides the best result with the minimal average absolute
error is 5.897 +/4.624 and the minimal average relative error 9.64% 66% with the

other model.
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Table 5.3: Resultscomparisorresultsof models

Time To
Build Model

1 Sec

Model Correlation Average
(Min/Max %) Absolute Error

5.897+/- 4.624

Average Relative

Error

9.64%+/- 7.66%

Multiple | inear 71.5 %
Regression
Support Vector 65.2 % 6.993+/-5.277  11.72%+/- 9.75% 3 Sec

Machine

In this research, we have used measurement metrics namely: correlation, average absolute
error, and average relative error. After the analysis, we concludedhthatifferent
betweenlinear regresion and support vector machine is ttie linear regressn model

gives thebest performanceesult and it has the lowest error rate. It also tééss time to

build the model. Hencewe concluded that linear regression gives the highest accurate

model to generate weights for metrics.

Figure 5.4 and Figure 5.Some output results concerning the comparison with real
websites performance data and predictive ones using linear regression and support vector
machine according to the cases of Table 5.3. The results must be read as follow:

If the prediction is similato the real data concerning website performance will follow the

same trend, otherwise will occur a trend variation.
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Figure 5.4 Comparison with real websites performance data and predictive ones by linear

regressiormodel
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Figure 5.5 Comparison witlreal websites performance data and predictive ones by
Support Vector Machinsodel
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Result ofbelow correlations matrix:

Figure 5.6describethe correlatiorbetween alimetrics and it can produce a weights vector
based on these correlations. And also correlation is a statiscdianismn order tocan

show whether and how strongly pairs of metrics are related.

Attributes Response_time Load_time Broken_link Page_Size Markup_validation Optimization No_of_Request Performance
Response_time 1 0.283 0.158 -0.005 0.111 -0.315 0.145 -0.289
Load_time 0.283 1 0.294 0.293 0.095 -0.124 0.133 -0.400
Broken_link 0.158 0.294 1 0.351 -0.016 0.029 0422 -0.650
Page_Size -0.005 0.293 0.351 1 -0.017 0.064 0.288 -0.438
Markup_validation 0111 0.095 -0.016 -0.017 1 -0.098 0.117 -0.154
Optimization -0.315 -0.124 0.029 0.064 -0.098 1 0210 0121
Mo_of_Request 0.145 0133 0422 0.288 0.117 0.210 1 -0.469
Performance -0.289 -0.400 -0.650 -0.438 -0.154 0.121 -0.469 1

Figure 5.6 The correlatiormatrix amongmetrics

A correlation is a number betweeh and +1 that measures the degree of association
between two metrics (call them X and Y). A positive value for the correlation implies a
positive association like the association between website performance and design
optimization, where the optimal desigranlead to the best website performance. And also

a negative value for the correlation implies a negative or inverse association like the
association between website performance and response uilvexe anydecreasein

response timean resulto the best performance.

55



weight

5.3 Identifying most important metrics

Figure 5.7 show calculate the relevance of the metrics by computing the value of
correlation for each metric with respect to website performance as mentionedéctiba
4.5. Thus, we arranged the metrics from a high correlation to low correlation based on the

weight to every metric.

0675
0.850
0625
0.600
0573
0.550
0.525
0.500
0475
0.450
0425
0.400
0.373
0.330
0.325
0.300
0.275
0.250
0.225
0.200
0173
01350
0125
0100
0.075
0.050
0.023
0.000

Optimization Markup_vali... Response_.. Load_time Page_Size Mo_of_Redq... Broken_link

attribute

Figure 5.7Correlation the relevance of the metric

Therefore, Figure 5.8rranged metrics in the level of the hierar¢tgyp webmasters and
decisionmakers to know what improvements are needed to enhancertbaramce as

shown in figure 5.Above.
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Figure 5.8 The levelof the hierarchyf web metrics

5.4 Building Model

After determiningthe best performandeetweenthe two models as mentioned in section
5.2. we developed a new dynamic model to evaluate websites performance based on the
proposed mathematical model that wadled is PEML. Figure 5.%he linear regression

model using machine learning.
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LinearRegression

.596 * HResponse time
.154 * Load time

.105 * Broken link

.415 * Page Size

.013 * Markup validation
L0070 * Optimization

- 0.051 * No _of Request

+ T77.810

|
[ T e T e T e Y i Y o

Figure 5.9 Thelinearregression model

Finally, we extracted equation that used to evaluate websites performance by using the best

performance among models. Figure 5.10 the express formula model :

Linear Regression: Single Variable

j’\:Bo""le""e
| |

Predicted output Coefficients Input Error

Linear Regression: Multiple Variables

=Bo T By T F By FIE

e ~

<)

Figure 5.10The formula othemodel[15]
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After that, we want to evaluate website performance based andtiel in our thesis by

the mathematical model:

Final website performance (%) = + 77.610 + 0.596 * Response Time +
0.154 * Load Time +- 0.105 * Broken Link + - 0.415 * Page Size +0.013
* Markup Validation + 0.070 * Design Optimization + - 0.051 * No of

Request

5.5 Benchmarking

In order to validate aew model in this thesishat called is PEMLwe want to compare

with the previous studies by using the same dataset in the preticliss [8] [9].

The researchelig the previous studiesieasured sample daaa shown in table 5.f8om
national egovernment portals of gnosemumber of countries in Asia: Singapore, Korean,
Japan, Hong Kong, and Malaysia based on many metrics of tevepsiformance,
consisting ofeleven metric load time, response time, page rank, frequency of update,
traffic, design optimization, page size, numbecofmponentsaccessibility error, markup
validation, and broken link. There are five models used inptegious studies [8] [9] :
analytical hierarchy process modehHP), fuzzy analytical hierarchy process model
(FAHP), linear weightage model (LWMhybrid model (combinatiommongLWM and

FAHP), and PROMETHEE Imodel

As a result, we wartb testour newmodelin this thesis om newdataset from the previous
studies [8] [9]as shown in table 5.&able5.5the final ranking of @government websites
based on five specific method®in the previous studiesd the proposea newmodel in

this thesisIn accordance with the results generated bystlggiestednodel, Korea website

has the highest ranking in comparison with the rest of-thevernment websites.
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The first column in Table 5.4hows the metrics of the quality website. The metric
elaborate inthe website selection process using the proposed model are loa@A)ime
response timéB), design optimizatioC), page siz€D), number of requestg), markup
validation(F), and broken linKG). The second column shows the measurement unit, and

the rest of the columns represent thggogernment website performance value

Table 5.40riginal data

Seconds 30.77 0.30 68.93 41.94 77.51
Seconds 1.94 1.17 1.73 1.03 4.84
Percentage 37.50 57.00 36.50 33.00 22.00
Number 12830500 511.00 285,645.00 195,384.00 366,825.00
Number 26.00 1.00 60.00 15.00 22.00
Number 79.00 5.00 21.00 3.00 80.00
Number 4.00 0.00 1.00 1.00 9.00

Table 5.5inal result for egovernment websites performance

Singapore  Korea Japan Hong Kong Malaysia

LWM 0.4993)  0.7661) 0.4564) 0.6722) 0.2525)
AHP 0.1833)  0.3131) 0.1154) 0.3052) 0.0855)
FAHP 0.2223)  0.39q1) 0.0074) 0.3802) 0.0015)
Hybrid 0.6203)  0.7711) 0.4314) 0.6832) 0.1625)
S0l =10 == | 0.0199123) 0.2980431) -0.109624) 0.1852122) -0.3935%5)

71.53)  80.51) 64.94) 71.92) 61.05)
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Chapter 6

Conclusionand Future work

This section concludes our thesis. Yépresent a brief conclusion and future work.

6.1 Conclusion

This study proposed a dynamic modehamely PEMLio evaluatethe performance of the
websites. The proposed approach was using the mathematicalandd&chine learning.

We appliedexperimentson two algorithms namely, linear regression and support vector
machine regression, we applied the experiments on the same dataset that collected to take
the best performance of regression methods to generate weight to every the metric for

developing a newlynamic model to evaluate websites performance.
6.2 Future work

Future studies can adopt muedfitribute approaches to evaluate the effectiveness of
websites and includes adding more metricavaluatenvebsite performance. The results of

future studies tBncanbe compared with thogesultspresented in this study.
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