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As telecommunication networks evolve rapidly in terms of scalability, complexity, and het-
erogeneity, the efficiency of fault localization procedures and the accuracy in the detection
of anomalous behaviors are becoming important factors that largely influence the decision
making process in large management companies. For this reason, telecommunication com-
panies are doing a big effort investing in new technologies and projects aimed at finding
efficient management solutions. One of the challenging issues for network and system
management operators is that of dealing with the huge amount of alerts generated by
the managed systems and networks. In order to discover anomalous behaviors and speed
up fault localization processes, alert correlation is one of the most popular resources.
Although many different alert correlation techniques have been investigated, it is still an
active research field. In this paper, a survey of the state of the art in alert correlation tech-
niques is presented. Unlike other authors, we consider that the correlation process is a
common problem for different fields in the industry. Thus, we focus on showing the broad
influence of this problem. Additionally, we suggest an alert correlation architecture capable
of modeling current and prospective proposals. Finally, we also review some of the most
important commercial products currently available.

© 2013 Elsevier B.V. All rights reserved.
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1. Introduction

Over the past few years, decision makers in large man-
agement companies have realized the urgent need to en-
hance service level agreements (SLAs) with their
customers, in order to increase their profits. This need
has emerged in parallel with the evolution, in terms of sca-
lability and complexity, of telecommunication networks,
and the severity of the services that they offer. As a conse-
quence, network and system operators have developed
methods and techniques that make them able to manage,
monitor and follow-up this evolving complexity in an effi-
cient way. Thus, we have seen an increasing number of
commercial products designed with the ability to monitor
and collect information about the network and sending it
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to the operators as alerts. These alerts provide valuable
information if they are used in an effective way, thus sup-
plying network operators with a comprehensive knowl-
edge about their monitored networks.

Actually, a medium-sized telecommunication network
operations management centre may eventually receive a
huge amount of alerts per day. In these scenarios, it could
become a very difficult task for network and system oper-
ators that of rapidly discovering the root causes of a prob-
lem. Fundamental questions that network operators
should deal with are: which alerts can be filtered out,
how alerts could be grouped and correlated, and how exis-
tent alerts should be prioritized. To answer these ques-
tions, different alert correlation techniques, algorithms
and models coming from different design approaches have
been proposed in industrial and research communities,
each one having its own advantages and disadvantages.
Despite of this, there are no definite solutions until this
moment, mainly because the alert correlation process is
inherently a complex task, composed of many interrelated
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sub-processes that are expected to collaborate in a coher-
ent manner to do their job.

In this paper, we aim to achieve the following four con-
tributions. First, we provide a comprehensive state of the
art in alert correlation techniques based on a new pro-
posed taxonomy, providing a global insight to the different
efforts made in this field from different research and indus-
try communities within the last few years. Second, unlike
many surveys that are restricted to the network security
field, we also describe the efforts coming from the network
management field (NMS) and the processes control field
(SCADA systems) in the industry. Third, we propose a com-
prehensive architectural correlation model which is in-
tended to survey all the stages, techniques and
methodologies suggested in the state of the art. Finally,
we review the most important alert correlation tools cur-
rently available and analyze their alignment with both
the state of the art and the proposed architectural model.

The paper is structured as follows. Some concepts re-
lated to the correlation process and the scope of our dis-
cussion are presented in Section 2. In Section 3, we
review the different sources of information considered by
different authors in the correlation process. An alert corre-
lation taxonomy is presented in Section 4. Then, an archi-
tectural model is discussed in Section 5. In Section 6 we
make a comparison of existing commercial products that
implement certain correlation techniques. Some related
work is reviewed in Section 7. Finally, we conclude the pa-
per in Section 8.

2. Concepts and scope

The term “correlation” has been used in many diverse
applications and domains such as science, engineering,
biomedical, business and others. Correlation is defined as
“an action to carry back relations with each other” [1] or “a
measure of the relation between two or more variables” [2].
It is useful because it can indicate a predictive relationship
that can be exploited in practice. Alert correlation is one
variant of correlation. It is a widely accepted technology
for dealing with the management information coming
from large and complex communication networks. Alert
correlation is defined by Jacobson and Weissmann in [3]
as “conceptual interpretation of multiple alarms such that
new meanings are assigned to them”. Gardner and Harle in
[4] defined it as the “interpretation of multiple alarms so
as to increase the semantic information content associated
with a reduced set of messages”. In these contexts, alerts,
also referred to in the literature as alarms or simply events,
are short messages with a specific textual format defined
by vendors, and generated as an external manifestation
of a potential failure or a disorder occurring in an element
of the managed network or system. Typically, such alerts
contain information regarding the device issuing them
and the event itself, i.e., the creation and reception time,
a description of the fault, the severity of the alert, etc. Be-
sides, alerts may provide information with different levels
of detail: specific data regarding the status of the devices
and their configurations, or higher level details, with
aggregated information gathered from several alerts.

The need for alert correlation comes from many rea-
sons. First, alerts are generated in response to the detection
of malicious activities or faults. Therefore, they typically
contain descriptive information about the problems and
their symptoms. However, they do not usually include ex-
plicit information about the root causes of a problem. Sec-
ond, network operators in large management companies
may receive hundreds of alarms per day. Most of them
can be generated in response to non-relevant events.
Therefore, it is necessary for those network operators to fil-
ter out irrelevant alarms and focus on the most crucial
ones. Last but not least, in collaborative systems, the diver-
sity and heterogeneity of networking elements poses a sig-
nificant challenge to network and system operators, due to
the difficulty of converging alerts coming from multiple
data sources in order to develop coherent management
strategies. The leveraging technique that alleviates the
above problems and translates alerts into more under-
standable and thus exploitable information is alert
correlation.

It is also interesting to consider the scope of application
of alert correlation techniques. Indeed, they are mainly
associated and extensively used in three different applica-
tion domains: (i) network management, (ii) network and
system security and (iii) industrial processes control
(SCADA systems).

A Network Management System (NMS) is used by net-
work operators for carrying out management tasks such
as configuration management, which aims at configuring
the devices settings and functions; fault management,
which deals with faults, their effects and the solutions;
performance management, which monitors the network
status and some performance issues, and others, like secu-
rity and accountability management. For the interaction
between network and system equipments and the NMS,
network management protocols are used. The Simple Net-
work management Protocol (SNMP) [5] is the dominant
one. Here, agents are processes running on managed de-
vices that collect information and send it as alerts (traps)
to the manager, where further processing is done before
showing the information to the network operator. Alert
correlation is mainly used here to help operators in real-
time diagnosis and to speed up the fault localization
process.

Network and system security is another important
application field of alert correlation. Here, it is used for
building a consolidated security picture of the whole sys-
tem. Alerts are typically generated by security elements
such as NIDS, HIDS, firewalls, antiviruses and others, in re-
sponse to discovering malicious or simply anomalous
activities. Since the detection sensitivity of these security
elements is variable, they could generate a massive
amount of alerts, where some of them could really corre-
spond to normal events that are mistakenly considered
as attacks (false positives). Alert correlation helps security
experts to verify the validity of those alerts, and to detect
complex and multistep attack scenarios.

Alert correlation has also been used in industrial sectors
to advance the automation of processes control (SCADA
systems). In most manufacturing systems, there are a lot
of switches, sensors and actuators that could generate a
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huge amount of alerts in response to process disturbances
or failures. Existing alert management systems are really
improved with the help of alert correlation techniques to
help in the task of detecting root causes for problems.

3. Sources of information

The alerts generated by monitoring systems are obvi-
ously the basic source of information which should be
present in any alert correlation system. Yet, there exists
many other sources of information that can greatly con-
tribute to a correlation analysis. In this sense, different
authors have proposed the use of a wide variety of sources
of information in order to achieve the goals of alert corre-
lation effectively and accurately. In this section, we review
the most relevant data sources which have been proposed
for the correlation process.

3.1. Alerts database

This database contains the alerts generated by the dif-
ferent equipments and detection systems in the monitored
environment. Alerts are the basic source of information for
any correlation technique. They can either be generated by
network management agents via management protocols
such as traps (generated by SNMP), event reports (gener-
ated by the Common Management Information Protocol
(CMIP) [6]), or via Intrusion Detection Systems (IDS) such
as Snort [7] and GrIDS [8], or even by SCADA monitoring
systems.

3.2. Topology information

The main purpose of the topology information is to pro-
vide an accurate representation of the monitored network
as a set of links and nodes. The representation of the loca-
tion of nodes, and the direction and connectivity of links
are of particular relevance. The network topology informa-
tion contains extensive details of network and equipment
structure such as switches, routers, and servers; configura-
tion parameters such as IP addresses and their matchings
to names, subnets, virtual LANs; and host information such
as OS type, open services. This information is typically
gathered by entities and stored in a database. Jingiao
et al. [9] and Chyssler et al. [10] use topology agents to col-
lect such dynamic network topology information, storing it
in a database.

3.3. Vulnerabilities database

This source of information has been mainly considered
for its use in intrusion detection environments. It stores
all well-known exploits and system vulnerability informa-
tion, usually with the corresponding security solutions. It is
built by collecting the configuration information of the
monitored resources, such as operating systems or net-
work application services potentially susceptible to be
exploited by attackers. As an example, the project imple-
mented in [11] proposed the use of Common Vulnerability
and Exposures, CVE, which is a well-known vulnerability

database, free for public use. CVE is a dictionary of publicly
known information about security vulnerabilities and
exposures. Jingiao et al. [9] used CVE, bugtraq and CERT
vulnerability identifications for categorizing and sorting
vulnerabilities in its collaborative intrusion detection sys-
tem TRINETR. For each vulnerability reference, there is an
associated rule to specify the corresponding evaluation
process or action.

3.4. Trouble ticketing system (TIS) information

Ticketing systems are workflow tools extensively used
by companies for tracking processes and evaluating their
functioning. In several contexts, they have been introduced
to assist in speeding up the fault recovery process and add-
ing more advanced functions to maintain the networks
[12,13]. Here, ticketing systems store tickets, which are
usually generated by network operators, based on the per-
ception of certain problems. Many of the records in the
ticket database contain information related to problems
generated by events identified as network failures. This
makes it possible to integrate tickets in the process of alert
correlation, as they implicitly could act as expert informa-
tion provided to an expert system. The incorporation of
this new information into an alert correlation system
would permit to alleviate network operators from deci-
sions, as well as it would allow to improve, speed up and
prioritize the diagnosis of problems. Lewis and Dero [14]
described some research trends pointing to an extension
of the TTS framework to provide advanced functions in
fault localization and alert correlation. Costa et al. [15]
introduced an intelligent alarm management system for
alarm correlation by adapting association rule algorithms
and using trouble-ticket information to get feedback from
the event correlation results.

3.5. Ontology database

Ontologies provide powerful constructs and constitute
useful tools to deal with such diverse knowledge as that
coming from alerts. They include machine interpretable
definitions and formal specification of the concepts and
relationship that can exist between entities within a do-
main. As an example of application in our field of study,
Li and Tian [16] proposed an intrusion alert correlation
system based on ontology knowledge base, and introduced
modules for reducing redundant alerts to attack actions,
using IDMEF [17] and CVE standards. According to alerts
information and attacks knowledge, they use the reasoning
power of ontologies to infer the correlation of alerts.

3.6. Cases database

A case is the description of a known problem, its associ-
ated alerts and the solutions. This source of information is
mainly used in the analysis of event and error messages.
Each case is described with two different elements: situa-
tion, and solution. The situation describes the context of
the case. It consists of a set of patterns that can be matched
with a list of alerts. The solution gives reasons about why
the error has occurred and suggests how to solve it. E.g.,
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Holub et al. [18] proposed a run-time correlation engine to
analyze log data which uses a cases database to provide a
mechanism for matching known problems in large vol-
umes of data.

3.7. Knowledge representation

An additional source of information is related to the use
of rules or models that somehow represent the relation-
ships among alerts. These rules or models can be explicitly
set by experts or inferred from the analysis of the alerts by
means of learning procedures, usually from labeled sam-
ples (supervised learning). This way, a knowledge repre-
sentacion allows to incorporate human knowledge in the
alert correlation procedure or somehow mimic this knowl-
edge. One of the most common ways of expressing this
information is through the use of rules for an expert sys-
tem. Most experts are capable of expressing their knowl-
edge in the form of rules for problem solving. The
database includes a set of facts used to match against the
IF (condition) parts of rules stored in the knowledge-base.
Other methods are related to the pattern learning field, in
which the knowledge is usually represented by a model
(e.g., neural networks, Markov models, Bayesian net-
works). As an example of its use in the security field, Kabiri
and Ghorbani [19] proposed an intrusion alert correlation
system using a rule-based inference engine to derive the
correlation between alerts (using inference engine and a
working memory that constitutes an Expert System). The
inference engine was implemented using a scenario-based
knowledge base, and the extraction of attack scenarios was
performed by a security expert, before being stored in a
knowledge-base to become operational.

4. Taxonomy of alert correlation techniques

After a thorough review of the literature, we have found
several efforts focused on providing taxonomies for alert
correlation techniques. Most of them have adopted a clas-
sification criterion which is based only on the correlation
method used [20-23]. For this reason, we consider that
they are narrowed on a small picture with limited scope.

In this paper, we suggest a classification for the existing
alert correlation techniques as that depicted in Fig. 1. It
tries to provide a global view of the alert correlation prob-
lem, taking into account additional aspects and not only
the correlation methods, i.e., the number of data sources,
the application field of the correlation techniques, and
the architectural design of the system. In what follows,
we describe the scope of all these aspects.

4.1. Number of data sources

Alert correlation techniques can be classified based on
the number of used data sources. They can either accept
the data from only one data source, or multiple data
sources.

4.1.1. Single data source
Single data source techniques are those in which data
comes from a single type of source of information from

the list described in Section 3. Note that this does not mean
that data should arrive from a single node. For example, an
alerts database itself is considered as one source of infor-
mation despite alerts may be coming from various nodes
with different formats and natures. Most of the commer-
cial tools which are listed in the tables in Section 5 use
alerts databases (Column 4) as the only source of
information.

Single source correlation techniques are usually built in
for specific purposes and applications. Although their main
advantage is their simplicity, they do not achieve optimal
results from the correlation and they are not the best solu-
tion for collaborative monitoring systems.

4.1.2. Multiple data sources

Most of the existing correlation techniques are collabo-
rative, which means that they depend on more than one
source of information, in order to provide a more precise
and coherent view about the monitored network.

Obviously, the cost of obtaining better results when
multiple data sources are used is a higher complexity in
alert correlation systems, mainly due to the heterogeneity
of the different inputs. Moreover, they need extra amount
of resources when compared with single data source
techniques.

Many significative examples of these systems appear in
the literature. Zhuang et al. [24] proposed an alert correla-
tion model for detecting large distributed attacks such as
DDoS attacks considering three type of information
sources, namely alerts database, topology and vulnerability
information. Chang et al. [25] proposed a multi-source
security fusion system architecture, called MS2IFS. Besides
alerts, which are generated from more than one monitor-
ing equipment such as Snort NIDS, Ossec HIDS, Nessus,
they use a vulnerability database. Hu et al. [26] also pro-
posed an alert correlation system for hybrid networks by
analyzing alarms generated by three types of network
equipments in which they also used the topology informa-
tion to locate the root cause of network problems. The cor-
relation architecture which was presented by Chyssler and
others in [10] also used two data sources: one is composed
of the alerts themselves, generated by three different secu-
rity devices: Snort IDS, the Samhain file integrity checker,
and Syslog; the other is the network topological
information.

4.2. Type of application

Typically, existing alert correlation techniques are
implemented towards one application. Despite their po-
tential use in many other fields, we have detected three
main fields of application where these techniques have
been proposed and evaluated: network management sys-
tems, IT security, and process control in manufacturing
systems (SCADA systems).

4.2.1. Network management system (NMS)

Network Management Systems, as previously de-
scribed, aim at allowing operators to monitor and config-
ure a communication network. Monitoring systems
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Fig. 1. Taxonomy of alert correlation techniques.

generate alerts for warning operators about problems in
the network.

In NMS, alert correlation techniques are placed among
the most important fault localization techniques. They
have been extensively used by the research community
to group and correlate alerts which have the same root
causes [15,18,27,28].

4.2.2. IT security

The most prolific field in which alert correlation tech-
niques have been studied is the systems and network secu-
rity field, with special emphasis on the development of
efficient intrusion detection systems.

The main objective of alert correlation techniques in
this field is to produce attack reports that capture a coher-
ent view of the activity on the network or systems without
losing security-relevant information [9,29-31].

4.2.3. Process control (SCADA systems)

Since manufacturing applications increase in complex-
ity and scale, SCADA control systems should incorporate
efficient mechanisms to identify the root cause of prob-
lems or processes disturbances. This is essential for not
delaying the decision making process.

Accordingly, a number of research projects have been
carried out to advance the automation of manufacturing
process control. In these projects, alert correlation tech-
niques have also played an important role. As an example,

Chen and Lee [32] proposed an alert correlation technique
for the purpose of assisting operators’ decision making in
manufacturing systems. The technique uses autonomous
data mining method to search historical alarm logs to find
the causal relationship, and a time-shift similarity based
clustering method, used to carry out the correlation pat-
tern search.

4.3. Correlation method

In the last years, researchers and vendors have pro-
posed many correlation approaches for alert reduction
and correlation in a joint effort with networking experts.
Nevertheless, alert correlation is a complex multistep
transformation process, and the bulk of the current pro-
posals operate only on partial aspects of the correlation
process with different correlation methods. Here, we make
a classification of the different techniques proposed in the
field of alert correlation based on the correlation method
used. Instead of focusing on the mathematical tools or
mechanisms used for the correlation, we put our attention
on the strategy followed by the different authors to corre-
late alerts. Thus, three major categories have been identi-
fied: similarity-based, sequential-based and case-based
methods. For every of these categories, a description is
provided next, along with a survey of relevant research
contributions. Table 1 shows a summary of these
contributions.
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4.3.1. Similarity based methods

Similarity-based techniques aim at reducing the total
number of alerts by clustering and aggregating them using
their similarities. Each generated alert has several associ-
ated attributes or fields such as: source and destination
IP addresses, source and destination port numbers, proto-
cols, alert description, and timestamp information. The
main assumption here is that similar alerts tend to have
same root causes or similar effects on the monitored sys-
tem. How to define similarity measures is a critical perfor-
mance issue for such kind of techniques. To answer this
question, several similarity measures have been proposed
by many researchers, some of them are listed in the sub-
sections below. The aim is to define a suitable similarity
function for each attribute, as attributes may have different
weights and effects on the correlation process.

Techniques that belong to this category exhibit many
advantages. First, they are usually implemented with light-
weight algorithms of less complexity than those in other
categories, mainly because these algorithms are based on
simple logical comparisons. Second, this category has pro-
ven its effectiveness in reducing the total number of alerts,
which is an essential step in the correlation process, given
the usually large number of alerts reported to network
operators. However, these techniques also have some

Table 1
Summary of examples of alert correlation techniques.

weaknesses. The most important is that they simply work
on attributes level and cannot detect causal relationships
between alerts, in order to discover root causes for the
problems.

Similarity-based correlation techniques can be grouped
into two categories: those based on attributes similarities
and those based on temporal information. Next, we de-
scribe the most common proposals followed by different
authors in these groups.

4.3.1.1. Attribute based. Attribute-based correlation tech-
niques correlate alerts by using the similarity between
some of their attributes or features. Here, several different
features have been used, like source and destination IPs,
timestamps, ports, kind of service, and users. A similarity
measure is typically calculated by computing certain met-
rics, such as Euclidean, Mahalanobis, Minkowski and/or
Manhattan distance functions. The resulting scores, when
compared with threshold values, determine if these alerts
are to be correlated or not. Choosing the suitable distance
measure will increase the overall performance of the corre-
lation process, as two alerts might be close or far depend-
ing on the distance function considered.

A lot of contributions regarding these techniques have
appeared in the literature, as they are one of the most

Alert correlation techniques

Classification

References for contributions

Type of NMS
application
IT Security
Process control (SCADA systems)

Number of data  Single
sources

Costa et al. [15]; Holub et al. [18]; Klinger et al. [28]

Jingiao et al. [9]; Alserhani et al.[29]; Qin [30]; Valeur et al.[31]
Chen and Lee [32]

As illustrated in tables (Column 4) in Section 6

Multiple Chyssler et al. [10]; Zhuang et al. [24]; Chang et al. [25]; Hu et al. [26]
Correlation Similarity-based Attribute Zhuang et al. [24]; Valdes and Skinner [33]; Lee et al. [34]; Siraj and Vaughn [35]; Julish in
method methods [36]; Julish et al.[37]; Debar and Wespi [38]; Cuppens [39]
Temporal Hossein et al. [41]; Ma et al. [42]; Qin and Lee [43]; Morin and Debar [44]
Sequential-based Pre/Post Alserhani et al. [29]; Zhaowen et al. [45]; Ning et al. [46]; Templeton and levitt [47]; Xiao
methods conditions et al. [48]
Graphs Gruschke [27]; Roschke et al. [49]; Wang et al. [50]; Li and Lifang [51]
Codebook Kilger et al. [28]
Markov Ourston et al. [53]; Farhadi et al. [54]; Zan et al. [55]; Zhicai and Yongxiang [56]
models
Bayesian Qin [30]; Steinder and Sethi [57]; Marchetti et al. [58]; Harahap et al. [59]
networks
Neural Zhu et al. [60]
networks
Others Al-Mamory and Zhang [61]
Case-based Expert based  Expert rules Cronk and others [62]; Kar-Wing et al. [63]; Jector and et al. [64]
methods
Pre-defined Cuppens and Ortalo [65]; Kemmer and Vinga [66]; Eckmann et al. [67]; Liu
scenarios et al. [68]; Cheung et al. [69]
Inferred Katipally et al. [75]; Sadoddin and Ghorabani [76]
knowledge
Type of Centralized Jinqgiao et al. [9]
architecture
Distributed Mohamed and Basir [77]; Khatoun et al. [78]

Hierarchical

Tian et al. [79]
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widely deployed. Indeed, there exist a lot of variations in
the nature of the applied technique, despite the use of a gi-
ven similarity metric for the correlation. Some relevant
examples of these variations are described next.

Valdes and Skinner [33] proposed a probabilistic meth-
od to correlate alerts based on a mathematical framework
that is able to find the minimum similarity specification to
fuse alerts from multiple sensors. The method considers
appropriate attributes contained in alert reports as fea-
tures for a multivariate matching algorithm. Only those
features that overlap are considered for the overall similar-
ity calculation. For every matching feature, they defined an
appropriate similarity function with range zero (mis-
match) to one (perfect match), and the overall similarity
is calculated using a predefined equation. Alerts are corre-
lated with a high degree of attribute similarity, generating
a meta-alert if there is a match. Depending on the situa-
tion, they incorporate the expectation of match values
(which are used to compute a weighted average of similar-
ity over the overlapping features), as well as a minimum
match specification that unconditionally rejects a match
if any feature fails to match at the minimum specified va-
lue. For each new alert, they compute similarity for exist-
ing meta-alerts, and merge the newly created alert with
the best matching meta-alert, as long as the match passes
a threshold value. They reported a reduction of one-half to
two-thirds in alert volume in a live environment.

A similar approach is used in Lee et al. [34]. However,
unlike in [33], they used a similarity metric based on the
Euclidean distance to calculate the similarity value be-
tween two alerts and make clustering. They applied this
technique to detect DDoS attacks.

Siraj and Vaughn [35] assigned different similarity
scores at different level of attribute abstractions. They con-
sidered the similarity notion in terms of category/class/
type matching. For example, suppose that two alerts A
and B have the same IP addresses; the matching will be
at the type level and given a score of 4. But, if they have dif-
ferent IP addresses the matching is checked with higher le-
vel, in this case at subnet level, if they have the same
subnet the matching score will be 3, and so on. Therefore,
different types of alert clusters are generated according to
different combinations of the features and feature
similarities.

Zhuang and others [24] used three types of similarity
mechanisms to decide whether two alerts need to be
aggregated or not. These mechanisms are alphabetical,
bit-by-bit, and max value comparisons, which were ap-
plied on three different attributes, i.e., alert identifier, IP
addresses and port similarities, respectively.

Julisch [36] proposed the principle of dissimilarity mea-
sure instead of similarity. They defined a dissimilarity
function, which takes two alerts as input, and return a
numerical value that indicates how adequately these alerts
can be modeled by a single generalization alert. Here, dis-
similarity is inversely related to similarity, i.e., if the
numerical value is very small this means that the two
alerts have higher correlation and they can be modeled
by a generalization alert.

The same author with others [37] tried to use a wide
variety of attribute types, including numerical, categorical,

time, and free-text attributes to aggregate alerts into clus-
ters. To do that they used a variant of the classic Attribute
Oriented Induction (AOI) technique as a conceptual clus-
tering tool to discover root causes.

Debar and Wespi [38] used another method based on
predefined situations to form groups of alerts by creating
a small number of relationships that are exposed to the
operator instead of exposing the raw alerts. To do that,
they proposed an Aggregation and Correlation Algorithm
(ACC), which processes the incoming alerts by extracting
common information such as source and target host, and
tries to find a match for these attributes in previous obser-
vations. Once the situations have been updated, the appro-
priate alarms are generated, if necessary, and the alerts are
stored in a database.

Unlike others, instead of using mathematical formulas
for calculating the similarity measures, Cuppens [39] de-
fines the similarity relationship using an expert system ap-
proach in which each similarity requirement is specified
using expert rules. Here, four categories of rules were de-
fined in order to specify in which case alerts of the follow-
ing attributes are similar: classification, time, source, and
target.

4.3.1.2. Temporal based. Some similarity-based techniques
use temporal time constraints to find the relationships be-
tween alerts in order to perform alert aggregation and cor-
relation [40]. Temporal relationships between alerts
provide valuable information that could be used in the
alert correlation process .The idea behind temporal alert
correlation techniques is to recognize that alerts caused
by the same fault are likely to be observed within a short
time after the fault occurrence. The simplest method of
temporal correlation relies on time-windows, where only
alerts occurring within a time-window are to be correlated.

The main advantage of the temporal alert correlation is
to reduce the number of alerts generated by the manage-
ment nodes and to convert them into high-level alerts.
The strength of the temporal relationship between two
alerts is labeled as strong if their time intervals have rela-
tively stable values, or loose if the time interval is not pre-
cise. However, these approaches are usually deterministic,
which limits their applicability.

Hossein et al. [41] used several time windows in order
to avoid comparing new alerts with the whole set of re-
ceived alerts. After that, they applied a probability estima-
tion function to calculate a threshold value to make the
correlation. Two alerts are correlated if their temporal sim-
ilarity is higher than that predefined threshold. Correlated
alerts are then signaled as hyper-alerts.

Ma et al. [42] applied the same mechanism as in [41].
Nevertheless, they used user-defined time periods or dif-
ferent kinds of time horizons to cluster and correlate alerts.
This allows them to predict automatically the upcoming
next step of multistage attacks in real time, by discovering
sequential patterns over this predefined time window.

Instead of using time windows, Qin and Lee [43] applied
a time series-based statistical analysis method to deter-
mine whether two alerts are correlated or not. They used
the Granger Causality Test (GCT). The intuition of Granger
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Causality is that if an event X is the cause of another event
y, then the event x should precede the event y.

Morin and Debar [44] used another mechanism called
the chronicle formalism to fuse alerts. A chronicle is de-
fined as a set of events, linked together by time constraints,
whose occurrence may depend on the context. The avail-
able time information allows ordering and the specifica-
tion of time spans between two occurrences of events. If
several identical events occur at the same time, only one
of them is considered.

4.3.2. Sequential-based methods

Here, alerts are correlated by using causality relation-
ships among them. Pre-conditions are defined as the neces-
sary requirements that must exist for the attack to be
successful, and the consequences of the attack are defined
as the effects that appear after a specific attack has oc-
curred. This relationship is mainly represented as a logical
formula using combinations of predicates of logical opera-
tors such as AND/OR connectives.

At the first glance, we observed that the bulk of the
work done in this category was restricted to security field.
This is because it is useful to model and analyze complex
attack scenarios from the sequence of individual events
or steps that are a part of the same attack.

One of the main advantages of sequential-based meth-
ods is that they are scalable; they can potentially uncover
the causal relationship between alerts, and are not re-
stricted to known attack scenarios. Furthermore, the corre-
lation results are easy to understand and directly reflect
the possible attack scenarios. However, the correlation re-
sults may contain a large number of false correlations, this
being for two possible reasons: either the logical predi-
cates are not well configured or the quality of the sensors
alerts is not adequate.

Sequential correlation can be subdivided into several
major categories, depending on how they represent the
modeled scenarios: Pre/Post conditions, graphs, codebook,
markov models, Bayesian networks, neural networks, and
other techniques. We analyze them in detail in what
follows.

4.3.2.1. Pre/Post conditions. In this category, the correlation
process tries to find causal relationships among alerts
through their pre and post conditions. The assumption
here is that older alerts prepare for the later ones. If post
conditions of an alert satisfy the pre-conditions of another
alert, they are correlated. As an example, suppose we have
an attack against sadmind, a remote administration tool. A
scanning attack may discover UDP services vulnerable to
certain buffer overflow attacks. Then the predicate UDP-
VulnerableToBOF (VictimlIP, VictimPort) can be used to
represent the attacker’s discovery (i.e., the consequence
of the attack) that the host having the IP address VictimIP
runs a sadmind service at UDP port VictimPort and that the
service is vulnerable to the bu?er over?ow attack.

Many proposals have been suggested here. We cite
some of them: Zhaowen et al. [45] proposed RIAC, a real
time alert correlation model to analyze and discover attack
scenarios behind alerts. The assumption here states that
the component attacks are usually not isolated, but related

at different stages of the attacks, with the early ones pre-
paring for the later ones. By using logical predicates, they
introduce the notion of hyper-alerts to represent the prere-
quisite and the consequence of each type of alert. Each hy-
per-alert is a tuple (fact, prerequisite, consequence), where
fact is the set of alerts attribute names, and prerequisite
and consequence are two different sets, each one consisting
of a logical combination of predicates expressed as mathe-
matical conditions on variables contained in the set fact.

Ning et al. [46] also published a similar work. They pre-
sented TIAA, a toolkit for constructing attack scenarios by
using predicates as the basic constructs to represent the
prerequisites and (possible) consequences of attacks.
Based on the prerequisites and consequences of different
types of attacks, the proposed method correlates alerts
by partially matching the consequences of some prior
alerts with the prerequisites of some later ones.

Whereas TIAA allows partial satisfaction of prerequi-
sites, JIGSAW [47] requires that all capabilities be satisfied.
JIGSAW is a multistage correlation system. It uses capabil-
ities and concepts to formulate the attack conditions.
Capabilities are used to describe the information that the
attacker must know to perform a certain attack, while con-
cepts are used to model fragments of complex attacks.

Xiao et al.[48] proposed an alert correlation approach
for alert fusion. It has two phases. First, using a fuzzy clus-
tering algorithm, some alert subsets are created. Second,
the method of correlating alerts based on prerequisites
and consequences of attacks is adapted to be applied to
these subsets.

Finally, Alserhani et al. [29] developed a rule based cor-
relation language MARS, a Multi-stage Attack Recognition
System. Unlike others, they add another two parameters
for modeling attack consequences, i.e., vulnerability and
extensional consequences. MARS is mainly based on the
phenomena of “cause and effect”. It has two main compo-
nents: online and offline. The main purpose of the online
component is to receive raw alerts and generate hyper-
alerts. Then, multi-stage attack recognition is applied to
correlate hyper-alerts based on rules provided by the off-
line component.

4.3.2.2. Graphs. Graph-based correlation techniques collect
the sequential information of alerts by mapping them into
graphs. The relationships between alerts can be repre-
sented as a directed acyclic graph where the set of nodes
represent alerts and the edges connecting those nodes rep-
resent the temporal relationship of the connected alerts
(nodes).

Alert correlation graphs have several advantages. First,
graphs are quite easy to generate from whatever manage-
ment models, especially from object-oriented system
models with relations or associations between objects.
Second, the operations permitted on graphs can be imple-
mented in a robust manner, i.e., adding or deleting objects
and dependencies are easy tasks. Third, graphs are natu-
rally manageable in a distributed manner. Objects and
dependencies can be added or deleted by different admin-
istrators independently.

However, the efficiency and accuracy of these tech-
niques depend on a priori specification of how a failure
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condition or alarm in one monitored system is related to
failure conditions or alarms in other systems, and this re-
quires an accurate knowledge of current dependencies
among abstract and physical system components.

Gruschke [27] proposed an event correlation approach
for fault localization in NMS based on dependency graphs.
It consists of two components, nodes or objects, which re-
flect the managed objects in the system, and edges, that
collect the functional dependences between the managed
objects. Two objects are correlated if a failure in one of
them causes a failure in the other. Their algorithm works
as follows. First, each received event or alert is mapped
to its corresponding object, which is signaled as faulty in
the dependency graph. Second, a breadth-first search pro-
cess is started from the initial dependent objects through
the whole dependency graph looking for objects from
which all (or many) initial objects depend on. These com-
mon dependent objects are forwarded as a condensed
event. The algorithm assigns one of two states to the ob-
jects of the dependency graph: faulty and correct.

Instead of using breadth-first search process like in
[27], Roschke et al. [49] used a Floyd-Warshall algorithm
to find all the shortest paths in an attack graph to identify
multiple attack scenarios. In this graph, each node repre-
sents a single attack step in a sequence. Each step may re-
quire a number of previous attack steps before it can be
executed, represented by incoming edges and, on the other
hand, may lead to several possible next steps, denoted by
outgoing edges capable of creating only explicit correla-
tions and identifying multiple attack scenarios.

Wang et al. [50] proposed a correlation approach for
security alerts based on a Queue Graph (QG), which has
the ability to hypothesize missing alerts and to predict fu-
ture alerts. It only keeps in memory the latest alert match-
ing for well-known exploits (host-bound vulnerabilities).
The correlation between a new alert and those in-memory
alerts is explicitly recorded, whereas the correlation with
other alerts is implicitly represented using the temporal
order between alerts.

Li and Lifang [51] used the concept of bipartite graph to
represent the probability of dependency among events.
They proposed a fault localization technique based on this
representation, with the ability to reduce the fault localiza-
tion time by using an Incremental Hypothesis Updating
(IHU) algorithm.

4.3.2.3. Codebook. Codebook techniques encode the rela-
tionship between network faults and their symptoms by
creating a matrix of problem codes that represent the
dependency between observable symptoms and the
underlying problems [52]. All alerts are first grouped into
alert vectors. Then, they are matched to problem signa-
tures and stored in a so-called codebook. The codebook is
basically a matrix representation; events/alerts are repre-
sented as rows, and the symptoms of the problems as
columns. The matrix contains binary digits (either O or
1). The value of 1 at a position in the matrix indicates a
cause-effect relationship between a problem and a
symptom. In other words, a one in the matrix denotes
the appearance of a particular symptom, and a zero de-
notes that the symptom has not been observed. Distinction

among problems is measured by the Hamming distance
between their codes.

Codebook correlation techniques are efficient in the
detection of network problems in terms of speed and accu-
racy, because they are performed only once to detect the
root causes. However, they are not suitable for dynamic
networks, because any change in the network topology re-
quires regenerating the codebook, which is a time consum-
ing process. Furthermore, they mainly depend on expert
knowledge to construct the codebook matrix.

Klinger et al. [28] described a novel approach to event
correlation in networks based on these coding techniques.
According to their claims, their approach tries to solve
some performance issues that faced existing codebook
techniques while dealing with high rates of symptom
losses and false alarms. In order to do that, they reduced
the size of the codebook to contain a smaller set of symp-
toms capable of accomplishing a desired level of distinc-
tion among problems. The reduction of the codebook is
based on a generalization of the Hamming distance. They
define two metrics to calculate the distance. One is used
for deterministic correlation, where the codebook matrix
contains either O or 1, and the other for probabilistic corre-
lation where the codebook matrix contains weights in the
range [0,1], representing the probability of having a rela-
tionship between symptoms and problems.

4.3.2.4. Markov models. A Markov model is a stochastic pro-
duction model composed of discrete states and a matrix of
state transition probabilities. The events in this model are
assumed to follow the Markov property, by which the next
state only depends on the current state and not on the se-
quence of events that preceded it. In addition, every state
has a vector of observable symbol probabilities. In the def-
inition of a Markov model, the transition probabilities
among states and the initial states probabilities should
be defined. These could be statically defined, although they
are typically trained from a dataset. Once that a model is
defined and their associated probabilities obtained by
training the model, a sequence of events can be evaluated,
thus obtaining a probability. This probability is formerly
compared to a threshold value to decide if a correlation
is present or not. Hidden Markov Models (HMMs) are an
important variant. Here, the sequence of states is not
observable.

Most of the implemented alert correlation techniques of
this category are focused on the security field and concen-
trate on HMM. Ourston et al. [53] claimed that HMMs are
particularly useful and well-suited to address the multi-
step attack problem through its prerequisites when there
is an order for the actions constituting the attack (that is,
for the case where one action must precede or follow an-
other action in order to be effective).

In general, Markov-based techniques are especially well
suited to address problems with a sequential nature. Yet,
the main drawback of these models is the amount of data
needed for suitably training them and their dependence on
tuning parameters, e.g., the detection threshold for decid-
ing if an alert should be correlated or not.

Farhadi et al. [54] proposed an alert correlation
system for intrusion detection that consists of two major
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components. First, they introduced an Attack Scenario
Extraction Algorithm (ASEA), which mines the stream of
alerts and extracts the current attack scenario. The algo-
rithm has the ability to combine both prior knowledge as
well as statistical relationships. Second, they proposed a
HMM-based correlation method to predict the next attack
class of the intruder.

Zan et al. [55] used Hidden Markov Models to represent
typical attack scenarios, and designed a complete frame-
work named HMM-AIP. It is composed of an online track-
ing and prediction module and an offline model-training
module. They also presented a novel and effective tracking
and predicting attack intention algorithm.

Zhicai and Yongxiang [56] proposed a Hidden Markov
Model for detecting attacks. They firstly classify the warn-
ing events into different types. Then, the sequences of
warning event types from different network monitors are
correlated and their inherent relationship is mined to de-
tect the type of network attacks and to forecast their threat
severity.

4.3.2.5. Bayesian networks. Bayesian networks models
(BNs), also known as belief networks (or Bayes nets for
short), are one of the most powerful probabilistic graphi-
cal (GMs). These graphical structures are used to represent
knowledge about an uncertain domain. Bayesian networks
are mainly specified by two components: (i) A graphical
component composed of a directed acyclic graph (DAG)
where vertices represent events and edges represent rela-
tions between events and (ii) a numerical component con-
sisting of a quantification of different links in the DAG by a
conditional probability distribution of each node in the
context of its parents. In particular, each node in the graph
represents a random variable, while the edges between
the nodes represent probabilistic dependencies among
the corresponding random variables. A Bayesian network
consists of several parameters, i.e., prior probability of
parent node’s states and a set of conditional probability
tables (CPTs) associated with child nodes. CPT encodes
the prior knowledge between child node and its parent
node.

In the alert correlation problem, the probabilistic rela-
tionships among a large number of alerts are represented
in order to work out a probabilistic inference from them.
Given certain symptoms (received as alerts), a Bayesian
network can be used to compute the probability that a spe-
cific problem have been happened.

Bayesian networks give several advantages when ap-
plied to solve the alert correlation problem. First, the speed
of correlation is high. Second, they can incorporate prior
knowledge and expertise by populating the CPTs. Third,
they are also convenient to introduce partial evidence
and find the probability of unobserved variables. Fourth,
they are also capable of being adapted to new evidence
and knowledge by updates through network propagation.
Finally, the correlation output is a probability, rather than
a binary result from a logical combination. However, this
method needs a large numbers of training events for
obtaining the prior probabilities and the correlation relies
on experts’ knowledge. Furthermore, a probabilistic infer-
ence in a Bayesian network is NP-hard, i.e., efficient

solutions for large networks are difficult to implement in
practice.

Steinder and Sethi [57] applied Bayesian reasoning
techniques to identify multiple simultaneous faults. Their
system has the ability to deal with false positive, lost,
and spurious symptoms in complex communication sys-
tems. To isolate multiple faults, they applied two Bayesian
inference algorithms that calculate belief-updating and
most-probable-explanation queries in singly connected
belief networks to perform fault localization in belief net-
works with loops. To deal with false positive and spurious
symptoms, they proposed a heuristic that applies the be-
lief-updating algorithm to perform event-driven diagnosis,
and based on the results of belief updating, they calculated
the explanation hypothesis.

Qin [30] proposed a probabilistic correlation model
based on Bayesian mechanisms to correlate alerts and
identify the related alerts if they conform to these three
properties: (i) they have a cause-effect relationship; (ii)
they have a sequential relationship, what implies a time
constraint between a causal alert and an effect alert; and
(iii) there exists a high statistical one-way dependence
from the effect alert to the causal alert.

Marchetti et al. [58] proposed a pseudo-Bayesian corre-
lation algorithm, which aims to highlight correlations
among intrusion alerts that belong to the same multistep
attack scenario. The algorithm consists of two steps. First,
a pseudo-Bayesian probability is used to determine the
likelihood of any two alerts for being correlated, which is
converted into a weighted graph in which the nodes repre-
sent alerts, and the vertexes express the likelihood of two
connected alerts to be correlated. Second, a dynamic
threshold algorithm is used to prune the correlation graph
by removing the vertexes having a relatively low weight.

Harahap et al. [59] proposed a failure prediction meth-
od to solve the network problem in network management
systems (NMS) by making a prediction of failure based on
network-data behavior. The prediction is represented by a
conditional probability generated by the Bayesian
network.

4.3.2.6. Neural networks. An artificial neural network (ANN)
is composed of a number of interconnected processing ele-
ments (neurons) working jointly to solve specific prob-
lems. The neurons are interconnected to each other’s
according to a model inspired by the neural system exist-
ing in the human brain. Each neuron is considered as a
simple autonomous processing unit, provided with local
memory and unidirectional channels for the communica-
tion with other neurons. They are typically used to model
complex relationships or to find patterns in data where
non-linear dependency exists between inputs and outputs.

The most important issue in ANN is the learning phase,
which can be accomplished by continuously adjusting the
inter-neuron connection strengths (weights) until the
overall network yields the desired results for the observa-
tions in the training set. There are two training methods,
unsupervised training, where hidden neurons find an opti-
mum operating point by themselves, without external
in?uence, or supervised training, which requires that the
network be given sample input and output patterns to
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learn. The learning process is based on the iteration over
the training set until a satisfactory optimum operating
point or a predefined threshold is reached.

There are several advantages in using an ANN based ap-
proach. First, ANN can be made tolerant against noise in
the input. Second, they have better properties than other
techniques to generalize the results. This means that a
trained network could classify data from the same class
as the learning data that it has never seen before. Third,
ANNSs can acquire knowledge straight from the data with-
out the need for a human expert to build up sets of domain
rules and facts. Fourth, once trained, ANNs can be very fast,
accurate and have high precision for near real-time appli-
cations. And finally, while feeding data during the learning
phase, ANNs may use a type of dimensionality reduction
that allows to input large amounts of information without
efficiency bottlenecks. Yet, they share some weaknesses.
The training process to tune its weights may take long ses-
sions. Moreover, there are not particular rules to guide the
selection of the number of layers and the number of neu-
rons in each layer; hence, a trial and error process should
be performed during the training period until the network
finally stabilizes.

ANN has been used to solve the alert correlation prob-
lem in several approaches. As an example, in [60], Zhu
and others proposed an alert correlation technique to dis-
cover attack strategies. The proposed approach is based on
two different approaches, namely, Multilayer Perceptron
(MLP) and Support Vector Machine (SVM). In addition, a
correlation system based on a knowledge representation
scheme, called Alert Correlation Matrix (ACM), is used to
store correlation strengths of any two types of alerts.
ACM is updated in the training process, and the informa-
tion (correlation strength) is then used for extracting high
level attack strategies.

4.3.2.7. Others. Besides the major correlation methods cited
above, we have found some research efforts suggesting
alternative methods like data mining, context-free gram-
mars, fuzzy logic and others. For example, Al-Mamory
and Zhang [61] proposed an alert post-processing and cor-
relation method for the detection of multi-step intrusions.
They called it Alerts Parser. In this method, alerts are trea-
ted as tokens, and a modified version of the Left-to-right
(LR) parser algorithm is used to generate parse trees repre-
senting the scenario in the alerts. An attribute context-free
grammar (ACF-grammar) is used for representing the mul-
ti-step attacks.

4.3.3. Case-based methods

Case-based correlation methods rely on the existence of
a knowledge-base system used to represent well-defined
scenarios. From this information, mining methods looking
for specific patterns are designed. Many correlation tech-
niques of this type have been implemented, most of them
trying to correlate alerts based on known scenario tem-
plates. These templates are expressed either by human
intervention using expert rules or by correlation languages,
or inferred by using machine learning or data mining
techniques.

When a problem is successfully solved, the solution (or
its parts) is stored in a knowledge base, called case base.
When a new case is raised, the system searches the cases
database for the most similar cases having the same symp-
toms. The main two questions here are: which are the key
attributes of a case? And which attributes will be used to
index and access a case? To answer these questions, sev-
eral case matching algorithms have been implemented
such as: Nearest neighbor, Inductive, and Knowledge-
based indexing. When a matching case if found, its associ-
ated solution is retrieved and used to suggest solutions to
the current problem. If it is successfully solved, this solu-
tion or certain parts from it that are likely to be useful in
the future are stored. When an attempt to solve a problem
fails, then the reason for the failure is identified and
‘remembered’ in order to avoid a recurrence of such a mis-
take. Therefore, case-based methods use to keep updating
the database with the new observed scenarios through
some kind of inference mechanism or expert intervention.

Case-based correlation techniques are efficient for solv-
ing well-known problems specifying a complete action
plan or previously observed scenarios. Therefore, these ap-
proaches can help network experts to discover all possible
scenarios including potential solutions. However, it is not
easy sometimes to exhaustively list all scenario templates
and build a database containing a comprehensive set of
problems solutions. In addition, time inefficiency may
make them unusable in real-time alarm correlation.

The existing solutions can be grouped in two main cat-
egories: expert based and inferred knowledge.

4.3.3.1. Expert based. Expert based techniques build the
knowledge database by human intervention. This knowl-
edge is formulated either by using expert rules or prede-
fined scenarios. They tend to imitate knowledge of a
human, which may be either resulting from experience,
or from understanding the system behavior from its princi-
ples. One of the main difficulties of this approach is the
scalability, because updating the knowledge-base accord-
ing to the evolution of a system is a problem which has
to be taken into account when components are subject to
frequent changes (topological or functional).

There are two main possibilities to build the database in
this approach, which are explained in what follows.

4.3.3.2. Expert rules. Expert rules or rule-based systems are
one of the most dominant categories among alert correla-
tion techniques. They have been introduced by many
researchers and mostly applied in various commercial cor-
relation systems. This approach develops the knowledge as
conditional, if-then rules. These sets of rules are
matched to events when they come in. Each rule consists
of two expressions, which are well-formed formulas of
predicate calculus linked by an implication connective
(=>). The left side of each rule contains a prerequisite
which must be satisfied, so that the rule is applicable.
The right side describes the action to be executed if the
rule is applied. There are two types of rule matching, i.e.,
exact and partial matching. In exact rule matching, the
whole left hand side of the rule must be matched before
determining which action should be triggered, while in
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partial matching, the action is determined if some, but not
all, of these conditions are fulfilled.

Rule-based approaches are appropriate for systems
whose configuration is rarely altered. Moreover, they are
simpler, modularized, and easy to maintain when applied
to small systems. However, they have some weaknesses.
First, the high cost of implementation and adaptation to
changes make it difficult to apply these strategies to large
systems (with potentially a large amount of alerts). Second,
they are inefficient in dealing with inaccurate information
or unseen problems.

Cronk et al. [62] divided a rule-based system into three
levels: (i) control level, as an inference engine that deter-
mines how the rules are applied from the knowledge base
to solve a given problem; (ii) knowledge level, which is a
database repository for all knowledge about the system
in the form of declarative knowledge; and (iii) a data level,
which is a global database which contains the data about
problems being dealt with. Rules are expressed in the form
of IF condition THEN action.

Wing et al. [63] proposed a new method to organize the
system rules by distinguishing between core and custom-
ized knowledge. According to their judge, the customized
knowledge allows to accurately isolate a fault from the se-
lected group of system entities. The correlation rules are
organized as composite event definitions, as another work
suggested by Jector et al. [64]. In this approach, unlike oth-
ers, the distinction is made between primitive events, i.e.,
alarms and composite events.

4.3.3.3. Pre-defined scenarios. Pre-defined scenarios meth-
ods are similar to rule-based methods. Both acquire man-
ual knowledge. However, they use two different
strategies on how to represent this knowledge. As we men-
tioned above, rule-based approaches use expert generic
rules to represent this knowledge. Here, a specific language
is used to implement well-defined scenarios. A huge num-
ber of correlation languages have been proposed, espe-
cially in the security field, related to the specification of
attack scenarios. To build these attack sequences, a
straightforward way is to first predefine some attack sce-
nario templates. This approach starts with the hypothesis
that alerts belonging to one problem have similar attribute
values (e.g., source IP address). If various alerts contribute
to the construction of a predefined scenario, they should be
correlated.

The advantage of this method is that the correlation re-
sult is easy to understand and can help security officers to
discover all scenarios variants. However, it is not easy
sometimes to exhaustively list all attack sequence tem-
plates and consequently they fail to be generic. Another
limitation of these methods is that novel attack patterns
or obfuscation methods created by attackers may cause
that the corresponding attack scenarios are not recognized.

Cuppens and Ortalo [65] presented an attack descrip-
tion language called LAMBDA, used to describe with logical
expressions the effects and conditions of an attack starting
from the variable state of a victim system. In LAMBDA, an
attack is specified using five fields: (i) Attack pre-condi-
tion: a logical condition that specifies the conditions to
be fulfilled for the success of the attack. (ii) Attack

post-condition: a logical condition that specifies the effect
of the attack when it succeeds. (iii) Attack scenario: the
combination of events that the intruder performs when
executing an attack. (iv) Detection scenario: the combina-
tion of events which are necessary to detect an occurrence
of the attack. (v) Verification scenario: A combination of
events to be launched to check if the attack has succeeded.
In LAMBDA, several attack specifications can be merged
automatically by comparing pre and post conditions. This
enables tracing the progress of an attack within a system.
Using an attack history, the system can estimate what ac-
tions are to be performed by the attacker.

Unlike in [65], where five fields are used to specify an
attack, in the State Transition Analysis Technique (STAT)
proposed by Kemmer and Vinga [66], an attack has an ini-
tial state and at least one ending state. States are character-
ized by means of assertions, which are predicates on some
system security aspects. Attacks modeled using STAT tech-
niques are represented using the STATL language, which
was proposed by the same authors in [67]. STATL is an
extensible state/transition based attack description lan-
guage designed to support intrusion detection scenarios.
This language allows describing computer penetrations as
sequences of actions that an attacker performs to compro-
mise a computer system. The high-level alert patterns and
alert correlation rules are organized as expert knowledge.

Liu et al. [68] proposed an alert correlation model based
in the use of finite automata for the specification of the
scenarios. In this model, they generated three kinds of
high-level view of attacks: process-critical scenarios,
attacker-critical scenarios and victim-critical scenarios. In
process-critical scenarios a non-deterministic finite auto-
mata is used to model the intrusion process that takes
place between one attacker and one victim. In attacker-
critical scenario, the scenario rebuilds the intrusion
process that an attacker implemented towards the whole
target network. And victim-critical scenarios rebuild the
intrusion actions implemented towards a specific system.
According to their judge, the model can generate scenarios
that are much more directly-perceived.

Cheung et al. [69] proposed a Correlated Attack Model-
ing Language (CAML). It aims at modeling multistep attack
scenarios by representing them as trees. Each scenario is
subsequently divided into sub-goals or modules. A module
specification consists of three sections, namely, activity,
pre-condition, and post condition. To support event-driven
inferences, the activity section is used to specify a list of
events needed to trigger the module. After that, it identifies
logical steps (sub-goals) in attack scenarios and specifies
some relationships among these steps: temporal, attribute
values, and prerequisites. Each module is linked to others
by using pre-post conditions to recognize attack scenarios.

4.3.3.4. Inferred knowledge. Expert knowledge-based sys-
tems can be built by using inference methods with
machine learning algorithms. Here, explicit symbolic clas-
sification rules are automatically constructed from some
training cases. The classification rule learning task can be
defined as follows: Given a set of training examples (alerts
or meta-alerts for which the classification is known), find a
set of classification rules that can be used for prediction or
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classification of new instances, i.e., new incoming alerts or
meta-alerts.

The main advantage of these methods is that there are
no assumptions about the model that will be used in the
correlation process, as it is really learned from the training
instances. Yet, it is really difficult to find representative
datasets for the training. Furthermore, a big issue is to
make the models capable of generalizing the results for
events not observed in the training dataset. Finally, the
main drawback of these methods is the computational load
implicit in the process, which usually makes them unsuit-
able for real time systems.

Some contributions have been done in this line, like the
work done by Smith and others [70]. In this work, they
suggested an alert correlation system based on unsuper-
vised machine learning algorithms. It is implemented in
two stages. First, alerts are grouped together such that
each group forms one step of an attack. Second, the groups
created at the first stage are combined in such a way that
each combination of groups contains alerts for a complete
attack process.

Some other researchers have used data mining tech-
niques to automate the process of finding meaningful
activities and interesting features from training datasets
and build the knowledge base [71-74]. Data mining is a
set of techniques and tools used for the non-trivial process
of extracting and presenting implicit knowledge. Specifi-
cally, Katipally et al. [75] used data mining techniques to
generate association rules and build predefined attack sce-
narios, which are used for predicting multistage attacks.

Sadoddin and Ghorabani [76] proposed a framework for
real time alert correlation that incorporates two tech-
niques: one for aggregating alerts into structured patterns,
and other for incremental mining of frequent structured
patterns. In the proposed framework they use time-
sensitive statistical analysis to find the relationships be-
tween alerts. These are maintained in an efficient data
structure and updated incrementally to reflect the latest
trends of patterns.

4.4. Type of architecture

Alert correlation techniques can also be classified based
on the type of architecture they use. Different architectures
have been proposed in the literature to enable the effective
aggregation and correlation of alerts. We classify these
architectures as centralized, distributed and hierarchical.

4.4.1. Centralized

In centralized alert correlation approaches, the data col-
lection is done locally by the different network agents and
then reported as alerts to a central management server
where the correlation analysis is done. Correlation algo-
rithms in this architecture are simpler, easier to implement
and can correlate overall alerts quickly. Yet, their scalabil-
ity is limited and their main drawback is that there exists a
single point of failure. [9].

4.4.2. Distributed
During the past few years, many researchers have con-
cluded that the alert correlation process should be carried

out in a distributed fashion. According to their claims, this
need for a distributed alert correlation architecture, or
completely distributed architecture as mentioned in the
literature, emerged from the fact that current and perspec-
tive communication networks increase in their size, com-
plexity, speed, and the level of heterogeneity. For this
reason, using central correlation architectures for process-
ing large volumes of correlation information would be
computationally prohibiting and infeasible. Therefore, dis-
tributed alert correlation techniques that would allow the
management correlation agents to reach the solution col-
lectively are necessary.

In these systems, alerts or high-level meta-alerts are ex-
changed, aggregated, and correlated in a completely coop-
erative and distributed fashion. All agents are equally
weighted, and there are no hierarchic ranks among them.
Besides data collection, a partial correlation is done locally
by every agent. All agents keep communicating to each
other’s using some form of distributed protocols, e.g.,
peer-to-peer protocols (P2P) or others. Information from
that partial correlation made at certain agents could be
used by others for optimizing their own correlation. To
do that, typically a central correlation unit is randomly se-
lected amongst all agents. Each agent has the chance to be
selected as a central unit. When the central unit has col-
lapsed, another alert correlation unit can substitute it.

This architecture enhances prominently the scalability
and the fault tolerance, when compared with centralized
architecture, since the correlation process is distributed
amongst several correlation agents. However, there are
some issues that need to be solved. First, it consumes more
bandwidth due to the information sharing. Second, there is
no coherent and consolidated view of the whole system,
because the computations are distributed among several
entities. Third, load balancing is considered an important
issue in this type of architecture, because some manage-
ment correlation agents may be overloaded in comparison
with others. Finally, the requirements and complexity of
hardware and implementation are higher.

Mohamed and Basir [77] proposed a distributed alarm
correlation and fault identification approach. They divided
the network topology into disjoint management domains,
and each management domain is assigned to a dedicated
intelligent agent, which is responsible of monitoring and
collecting alarms within its management domain. All
agents use majority vote rule to determine the root cause
of network malfunctioning.

Khatoun et al. [78] proposed a decentralized alert corre-
lation technique to detect DDoS attacks based on P2P
architecture, which correlates alerts produced by various
intrusion detection systems and provides a high-level view
of attempted intrusions. Each IDS supervises its sub-net-
work. Each of these IDSs is a peer inserted in a P2P system
that conform the global collaborative IDS. A Distributed
Hash Table (DHT) is used to efficiently route resource
information about the potential victims, and to share data
about possible attacks among peers.

4.4.3. Hierarchical
Hierarchical architectures are also called hierarchical
distributed architectures because they embed a form of
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distributed architecture in its design. Here, the correlation
process is performed in a hierarchical and a cumulative
way. Unlike in a distributed architecture, the management
agents in the hierarchical model are distributed across dif-
ferent levels. The management agents are located and par-
titioned in multiple groups, according to different features
such as geography, administrative control, and others.
Within each group there is a horizontal communication
among peer agents, and vertical communication among
agents in different levels. The output of their correlation
results are passed upward where higher level dedicated
correlation units are found. They correlate alerts from both
their own level and their children nodes. Then, the corre-
lated alerts are passed upward to a higher level for sharing
and further analysis. This process continues until reaching
the root, where a central correlation unit collects all the
correlation views which were done in lower levels to build
a global correlation picture.

Hierarchical architectures are somehow a form of dis-
tributed architectures, so they share the same advantages
with the latter, regarding scalability and fault tolerance.
Yet, they outperform the distributed architectures in terms
of coordination and communication costs, especially when
very large systems are being managed. Furthermore, their
deployment is simpler. On the other hand, in these archi-
tectures, the correlation units of the higher levels in the
hierarchy still limit the scalability of the correlation sys-
tem, and their failure can stop the function of their whole
sub-tree.

Tian et al. [79] proposed a hierarchical alert correlation
algorithm for intrusion alerts. It consists of three stages.
First, IDS sensor data are aggregated. Second, some local
correlation units correlate alerts and build the local corre-
lation graph. Third, the centralized alert correlation unit
constructs the global correlation graph via the local corre-
lation results.

4.5. Comparative study of alert correlation techniques

As shown before, researchers and vendors have pro-
posed and used many different design paradigms for
implementing alert correlation techniques. To our knowl-
edge, there is still no comprehensive comparative study
of alert correlation techniques except some efforts done
by few researchers. However, these works only consider
typically one application area, e.g., security field, and cover
only a subset of the literature related to their work.
According to our opinion, there are some reasons for that:
first, as a consequence of using a wide diversity of meth-
ods, a comparative analysis of alert correlation techniques
becomes a difficult, tedious and sometimes error prone
task. This is because these correlation methods have their
own philosophy of dealing with the alert correlation prob-
lem. They have their own capabilities, strengths and weak-
nesses. As a consequence, some correlation techniques
perform well in some situations and others outperforms
in other situation. Second, researchers use different meth-
ods for validating their ideas. There is no standard perfor-
mance strategy or benchmarks for evaluating these
techniques. Third, the evaluations are applied on different
datasets; mostly build ad hoc for the considered method.

At the time of writing this paper, we did not find a publicly
available dataset explicitly designed for testing alert corre-
lation algorithms. Finally, many different authors use the
same terminology to refer to different alert correlation
operations. Therefore, some authors talk about alarm cor-
relation when referring to the clustering and fusion pro-
cess, while others call correlation to the process of
creating new scenarios. This issue makes the task of build-
ing a comparative study a complex and possibly infeasible
task. For this reason, the few comparative study proposals
that we have found have either limited the study to a num-
ber of papers or are biased to a specific application. In the
following, we describe these efforts.

Yusof et al. [80] suggested six capability criteria for eval-
uating alert correlation techniques. Their work focused on
the security field and, specifically, on Intrusion Detection
Systems (IDSs). The proposed capabilities are: alert reduc-
tion, alert clustering, identification of multistep attacks,
reduction of false alerts, detection of known attacks and
detection of unknown attacks. They first classify alert corre-
lation techniques into four groups: (i) Similarity-based, (ii)
Pre-defined Attack Scenarios, (iii) Pre-requisites and conse-
quences of individual attacks, and (iv) Statistical Causality.
Then, they made a relationship with the capability mea-
sures. Their conclusions were: First, similarity-based alert
correlation techniques have the ability to do alert reduc-
tion, alert clustering, and detection of known attacks;
whereas they failed to reduce false positives and detect
multi-step and unknown attacks. Second, predefined attack
scenarios correlation techniques have the same results as
similarity-based techniques. Third, prerequisites and con-
sequences of individual attack correlation techniques have
the ability to do alert reduction, alert clustering, false posi-
tive reduction, and detection of multi-step and known at-
tacks. Finally, statistical causality techniques are the only
category that has the ability to detect known and unknown
attack scenarios, besides alert reduction and clustering.
However, they failed to reduce false positives and detect
multi-step attacks. In summary, the overall conclusion that
they extracted from this analysis is that further improve-
ments should be done on the process of detecting known,
unknown and multi-step attacks, as these capability crite-
ria shall overcome large number of false alert problem. Ta-
ble 2 below summarizes this analysis.

Siraj et al. [81] suggested a comparative study covering
only the most representative work in alert correlation area
related to the security field. Since the correlation process is
a multi-step complex task that consists of many opera-
tions, they decided to choose five of them to make the
comparison. Their selected operations are: normalization,
verification, aggregation, correlation, and attack scenario
analysis. Their conclusions were: First, statistical and prob-
ability based techniques suggested in the discussed papers
cover all the operations and, for this reason, they are con-
sidered as the top category of alert correlation techniques.
Second, statistical and some of rule based techniques cover
four operations and are thus considered as the next top
most categories. Others such as case-based, probabilistic,
and some rule based techniques only cover three opera-
tions and are then considered as the third top most
category. The category that lies at the end of the ranking
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Table 2
Alert correlation technique versus proposed capability criteria (capable = /, incapable = X) (taken from Yusof et al. [80]).
Technique name Alert Alert Multi-step Reduction false Detection known Detection unknown
reduction clustering attack positives attacks attacks
Similarity-based v Vv X X Vv X
Pre-defined attack scenarios v Vv X X Vv X
Pre-requisite and consequences of Vv V4 Vv X V4 X
individual attacks
Statistical Causality Vv Vv X X Vv Vv

Table 3

Comparative analysis of existing alert correlation techniques (capable = ,/, incapable = X) (taken from Siraj et al. [81]).
Techniques Operations

Normalization Verification Aggregation Correlation Attack scenario analysis

Rule-based (case 1) Vv X Vv v X
Rule-based (case 2) X Vv Vv v Vv
Rule-based (case 3) Vv V4 Vv V4 X
Rule-based (case 4) X Vv v v X
Rule-based (case 5) X X Vv v X
Model-based X X Vv V4 X
Statistical-based v V4 v Vv X
Probabilistic-based Vv X X v v
Probabilistic-based & Case-based X X Vv V4 Vv
Statistical and probability-based Vv V4 Vv Vv Vv

is the model-based techniques. Table 3 below summarizes
these conclusions in more detail.

Sadoddin et al. [22] classified the alert correlation tech-
niques in Intrusion Detection Systems into three catego-
ries. They are knowledge-base methods (which includes
rule-based and scenario-based techniques), statistical-
based and temporal-based techniques. They concluded
that the last two approaches are capable of correlating
alerts related to unknown attacks, while scenario-based
and rule-based correlation methods are capable to detect
known attack scenarios, as they are solely dependent on
predefined attack scenarios and rules in the knowledge-
base of the system, respectively. Knowledge-based correla-
tion methods have higher accuracy than statistical and
temporal techniques, which are at the same time very time
consuming. In addition, statistical and temporal correla-
tion methods fail to discover causality relation between
noisy alerts or when there are deliberate delays planned
by the attacker among the low-level alerts.

Abouabdalla et al. [82] summarized several research ef-
forts which were done in the false positive reduction task
within the Intrusion Detection Systems (IDS) area. They
concluded that not all researchers deal with the false pos-
itives reduction issue in the same way. Some of them work
on the IDS level and tries to improve the detection effi-
ciency and, as a consequence, this lead to a reduction of
the false alerts and an increment of the detection accuracy
at the sensor level. Others work at a higher level than the
IDS and study other important data like the actual behavior
of network traffic and firewall and router logs. They con-
cluded that, with all the benefits obtained from the pro-
posed methods, there is still not a perfect method and
some weak points still remain. For instance, when similar-
ity-based techniques are used to remove false positives,
the analyst does not discover the actual reasons of IDSs
having triggered these alerts. Therefore, this will be only

one step further to reduce the false positives alerts. On
the other hand, scenario-based techniques are also ineffi-
cient in reducing false positives, mainly because this pro-
cess is enforced to be done in real time so that the
response will be more effective. At last, they observed that
different authors use the same false positive reduction ter-
minology to refer to different concepts. Some authors refer
to it as data mining and clustering, while others mentioned
false positive reduction to the process of correlation. As a
consequence, some form of standardization is needed to
clarify false positive reduction terminology.

To conclude this section, we observe that, up to now,
the alert correlation process is still an active area of re-
search in both NMS and security fields. Despite the big
amount of efforts done in this field, there is not a clear
agreement between researchers and vendors on how to
formulate efficient solutions and what the performance
criteria that determine their effectiveness are. This is the
reason why it is not possible to find any generic architec-
tures and benchmarks for evaluating them.

From the above comparative studies, we can summarize
the following results.

1. Similarity-based techniques: Most techniques belonging
to this category share some characteristics:

(a) They are simple, i.e., most of similarity-based algo-
rithms use simple mathematical functions to calcu-
late distances between two alerts based on their
features. Therefore, they have higher performance
in terms of processing speed, and give results faster
than others.

(b) They are generic. All of these algorithms can be
applied and implemented in a wide variety of tools.
As we will describe later on in Section 6, we have
check the existence of several tools and systems
that utilize and apply them in their designs.
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(c) These techniques are performing well when applied
to some correlation operations such as alert reduc-
tion, clustering, aggregation and pattern matching,
mainly because they operate on the attribute level
and will provide valuable results.

(d) They are scalable and can give good results regard-
less the size of the dataset, as they do not rely on
prior knowledge.

(e) The detection accuracy is low. When applied to the
NMS field for discovering root causes or to the secu-
rity field to discover attack scenarios, they did not
give a high detection rate. As a consequence, many
researchers use them as the first step of the correla-
tion process before applying their own methods.

(f) They can detect very simple known attacks, but
usually they fail to detect false positives, multi-step
and unknown attack scenarios.

2. Sequential-based techniques: Most techniques belonging
to this category share these characteristics:

(a) The majority of these techniques use complex cor-
relation algorithms to discover root causes or attack
scenarios.

(b) Sometimes, the algorithms are generic, because
they work on data online. Typically, they are not
biased to specific scenarios or problems.

(c) They are scalable and can operate with unseen
problems.

(d) The detection accuracy is high. They can detect
known problems accurately and precisely.

(e) These techniques perform better in security than in
NMS, except codebook based ones, as they are
mainly designed to discover root causes in NMS.

(f) They can detect false positives and unknown
attacks.

3. Case-based techniques: Most techniques belonging to
this category share these characteristics.

(a) They perform well in static environments, where
the system behaviors and topological information
remain unchanged; as they build the correlation
based on previous cases and predefined scenarios.

(b) They have higher accuracy for detecting well-
known problems and have the ability to specify a
complete action plan.

(c) The scalability is a big issue, because it is inversely
proportional to the accuracy. They do not provide
answers for new problems.

(d) They do not perform well when applied to real time
systems, since in these types of systems the
response should be very fast. These techniques need
considerable time to retrieve the most similar case,
especially when the database is large.

(e) They fail to reduce false positives and detect multi-
step and unknown attacks.

4.6. Alert correlation challenges

From the above studies about alert correlation tech-
niques, we conclude with some challenges and research is-
sues that still remain open. In our opinion, the alert
correlation problem currently presents three main
challenges:

1. Assessment. There is a lack of standard strategies for
evaluating the performance of alert correlation tech-
niques. Indeed, it is necessary to dispose of standard
datasets and validation methods such as benchmarks
that make researchers able to do this task efficiently
and accurately using some performance criterions.

2. Architecture and scalability. In spite of the complexity
and heterogeneity of the communication networks,
we surprisingly find only very few proposals utilizing
distributed architectures to make a distributed alert
correlation. A large number of proposed solutions for
alert correlation problem are based on a centralized
architecture, which leads to scalability problems. There
is a need of works in this direction.

3. Detection. Existing alert correlation techniques do not
deal with false positives and unseen problems effi-
ciently. As a consequence, and according to our analy-
sis, these two issues are the top two limitations of all
existing alert correlation techniques. Therefore, new
proposals in this field should find new strategies for
dealing with this problem.

5. Correlation process model

Many different authors have described in their works
the process of alert correlation. While some of them nor-
mally focus on the different stages of this process
[18,23,25,31,48], others are interested on the different
methods used for the correlation itself. We claim that pre-
vious works does not completely aim at providing a com-
prehensive enough view of the whole process of alert
correlation, mainly because they present a description of
this process as an introduction for describing a specific ap-
proach and, in many cases, their point of view is biased to-
wards the techniques that they propose. Here, we propose
a correlation model which is intended to survey all the
stages, techniques and methodologies suggested in the
state of the art.

The proposed model is composed of four modules, as
shown in Fig. 2:

e Alert preprocessing module: It accepts raw alerts and
converts them into a unified data format understand-
able by other modules.

o Alert reduction module: This module is intended to filter
and validate alerts.

o Alert correlation module: It aggregates similar alerts and
converts them into a higher level view.

e Alert prioritization module: It analyzes the severity of
alerts on the system and provides a classification
methodology.

The correlation model proposed in this paper has two
main features. First, it tries to generalize the model by
selecting the most important correlation modules gener-
ally accepted by the research community in several
applications.

Note that the scope of the correlation model proposed
here is generic, which means that it tries to cover all as-
pects of alert correlation. Nevertheless, it implies that it
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is not mandatory for any existing implementation to con-
sider all of them.

The second feature of our model is that the alert corre-
lation process is not represented as a linear process, but it
is iterative. Iterations are established between the alert
reduction and the alert correlation modules, as detailed la-
ter on. This way, we consider that it is necessary to imple-
ment a feedback mechanism between these modules,
aimed at refining their outputs.

The feedback mechanism is leveraged to enhance the
alert correlation process in discovering root causes or mali-
cious activities efficiently, due to the fact that, in many real
problems, it is quite complicated to identify the causes of
the network problem in a single iteration.

In order to effectively detect these types of problems, an
especial type of alert is defined: hyper-alert. They are alerts
resulting from a first aggregation and correlation process.

Hyper-alerts are generated as outputs from the alert corre-
lation module, and are supposed to be returned and fed
back as inputs to the alert reduction module, where the
correlation process repeats itself again.

This iterative nature for the model is well-suited for
complex or hierarchical scenarios, in which multiple filter-
ing and aggregation phases are required. This way, hyper-
alerts can be considered as new alerts and filtered and
aggregated consequently to produce new hyper-alerts that
can possibly feed the system in new iterations. This mech-
anism can ease the procedures, simplify the required
aggregation techniques and, subsequently, improve the
results.

The convenience for this iterative process can be clari-
fied by analyzing two examples taken from the security
field. As a first case, consider a Distributed Denial of Service
attack (DDoS) being targeted to a network segment or
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server. Here, many alerts may be generated at different
border routers or links warning about an increase in the
traffic. To ease the detection of this attack and to provide
some insights of its impact, many steps of filtering and
aggregation for the alerts can be considered, each of them
targeted to a different dimension. For example, a first step
would be targeted at generating hyper-alerts for the rou-
ters and links in a subnet level and then joining them at
an operator level.

A second case to consider is a low-rate scan attack. This
kind of attacks is characterized by the scanning of ports of
multiple targets at a very low rate for each of the targets.
That is, each host is scanned for a single port with a high
period of scanning, while there are a lot of scans in a rela-
tively short period of time, but targeted to many different
hosts. In this scenario, one of the detection approaches
should go through two different steps of filtering and
aggregation for the generated alerts. One of the steps
should focus on the generation of hyper-alerts for one of
the dimensions of the problem, i.e., aggregation of many
connection attempts from a single computer or subnet to
many different hosts being monitored. For this, probably
a previous filtering is advisable. After these hyper-alerts
are generated, a second filtering and aggregation step
should focus on the other dimension, i.e., the existence of
multiple events of this type across a given period.

In the next subsections, we give a detailed description
of these described modules and their internal phases. Fur-
thermore, as a survey, we provide several significative re-
search efforts proposed by different authors related to
these phases.

5.1. Alert preprocessing

Currently, in order to provide a better network monitor-
ing and give a global view of intrusion activities, most of
the organizations use collaborative and heterogeneous
monitoring systems from different vendors. Examples of
such monitoring systems are network management sys-
tems (NMS), host intrusion detection system (HIDS), net-
work intrusion detection system (NIDS), firewalls,
antivirus systems, etc. These systems detect abnormality
conditions of monitored networks by using different detec-
tion methods and, consequently, they generate alerts with
different data formats. The alert preprocessing module
implements the necessary processes that are used to clean
and transform all raw alerts into a unified and integrated
format in order to be understood by other modules.

Recently, Davis and Clark [83] presented a review of the
state of the art on data preprocessing techniques used by
anomaly-based network intrusion detection systems
(NIDS). They divided the techniques into different groups
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according to the network traffic features used for detec-
tion, e.g., packet header anomaly detection, protocol anom-
aly detection, content anomaly detection, etc. They
concluded that these techniques are valid for NMS, but
they are insufficient for the security field, since attackers
use other methods such as web-based attacks and crafted
application data which may need more complicated pre-
processing operations.

As shown in Fig. 3 the preprocessing module can be
mainly divided into two phases: normalization and feature
construction, which are discussed below.

5.1.1. Normalization

A normalization phase is first executed to convert het-
erogeneous alerts from multiple sources into a standard
format which is acceptable by other correlation modules.

Holub et al. [18] used Generic Log Adapters (GLAs) to
convert the events from various logs to Common Base
Event (CBE) format before using them in their proposed
correlation engine for system monitoring and testing.
GLA provides a command-line interface to convert applica-
tion log files to the CBE format.

Another relevant example widely used in NIDS and
implemented by the Internet Engineering Task Force (IETF)
in cooperation with the intrusion detection working group
(IDWG) is the Intrusion Detection Message Exchange For-
mat (IDMEF) [15]. It is a kind of reporting language that
uses an object-oriented representation to model the alert
data generated by intrusion detection systems. Each alert
is translated into a vector of attributes with the following
contents: {Alert ID, Sensor ID, Detection time,
Source IP Address, SourcePort, Destination IP ad-
dress, Destination port, Service Protocol, Alert
Type}. One of the main goals of the IDMEF model is to be
able to express relationships between alerts, and exchange
procedures for sharing information of interest to intrusion
detection and response systems and to the management
systems that may need to interact with them. A Document
Type Definition (DTD) has been proposed to describe the
IDMEF model data format, with an implementation that
uses the Extensible Markup Language (XML).

5.1.2. Feature construction

Since some of the monitoring systems may omit some
of the fields expected in the normalized format of the alerts
(i.e., start time, end time), the feature construction phase
aims to supply, as accurately as possible, the missing attri-
butes in alerts and also to create additional features using
some time-based statistical measures, which would have
better discriminative ability than the initial features set.

This issue has been treated in many research contribu-
tions. To solve it, some authors have suggested the use of
ontology databases consisting of attribute-value pairs for
different type of nodes which provide the global informa-
tion necessary for the feature construction process. For
example, IDMEF [17] has strong features that make it able
to do this function properly. For example, there are three
different time classes defined in the IDMEF standard: Cre-
ateTime (the time at which the alert is created), Detect-
Time (the time at which the events producing an alert are
detected), and the AnalyzerTime (the time at which the

alert is sent by the IDS to the correlation system). By using
different approximation functions, the missing time attri-
butes are substituted, provided that network equipment
clocks are synchronized by, for example, using Network
Time Protocol (NTP) [84].

5.2. Alert reduction

As previously discussed, network monitoring and detec-
tion systems may overwhelm network operators when
triggering a huge number of alerts, especially if 99% of
them are redundant or there is a considerable number of
false positives (normal events being predicted as abnor-
mal) [85]. Being able to filter out and to validate a high per-
centage of those uninteresting alerts increases the
accuracy of the correlation process and the efficiency as
well.

As shown in Fig. 4, the alert reduction module is com-
posed of two main phases: Filtering, where redundant,
duplicated and uninteresting alerts are removed; and vali-
dation, aimed at verifying whether an alert is true or a false
positive.

5.2.1. Filtering

The preprocessed alerts are fed as an inputs to the filter-
ing phase, in which uninteresting and redundant alerts are
filtered out. In the literature, we can find two types of fil-
ters: predefined and inferred filters. Predefined filters are
really rules assigned by experts and updated manually.
As an example, one of the components of the correlation
engine proposed in [44] is a powerful filtering scheme
called composite filtering, defined as a set of basic and
composite filters organized in a logical tree. Filters are ap-
plied in depth-first search (DFS) order where a descendant
filter is considered to be a refinement of the ascendant
filter.

On the other hand, inferred filters are learned by some
kind of inference method. They adapt the rules periodically
or on demand by using filtering algorithms that have the
ability to use some topology network information which
is mainly stored in a topology database. Lin et al. [86] pro-
posed an inferred alarm filtering system capable of classi-
fying alarms with high confidence. Chyssler et al. [10]
proposed an automatic filter detector based on Naive
Bayesian (NB) learning, which is designed to filter syslog
records by using a trained classifier that looks at the words
contained in the alerts.

5.2.2. Validation

Alert validation is one of the most relevant and sensitive
tasks in the correlation process. The main function of the
validation phase is to verify the validity of each alert
according to its effect on the overall monitored system.
In order to actively and accurately distinguish true alerts
from false positives, the validation process uses several
sources of information and tries to find the logical connec-
tions between them. To do that, it extensively makes a
deep comparison between all the available sources of
information, and then calculates the value of the correla-
tion between alerts and the monitored system. Here, the
main sources of information are the alerts themselves,



1308 S. Salah et al./ Computer Networks 57 (2013) 1289-1317

which contain useful information about the operating sys-
tems, network services and others, and a vulnerabilities
database, which stores known exploits and system vulner-
abilities information, together with the corresponding
security solutions.

The validation process is performed by using passive or
active techniques. Passive techniques carry out the check-
ing of the validity of an alert by using prior information
stored in a vulnerabilities database. The advantage of these
techniques is that it is not necessary to perform additional
network data collection, thus not interfering with the nor-
mal operation of the network. Their main disadvantage is
that it is not easy to promptly update the base; there is a
potential difference between the state stored in it and
the actual monitored status of the network.

Active techniques update the vulnerabilities database
automatically by using several real time scanning tools
that actively monitor the whole network and update the
status information stored in this database. The database
contains updated information that gives a correct view
about the current status of the network. These techniques
have still some drawbacks when compared to static tech-
niques: they may generate some extra alerts, and they also
consume more bandwidth and network resources. Further-
more, the scanning process could make some services
crash.

Note that this phase normally involves extensive analy-
sis and processing, implying high load procedures. Thus,
for performance issues, the validation phase is located after
the filtering phase.

Some authors like Xiao et al. [48] adopted a compro-
mise solution that collect together the advantages of both
passive and active techniques. Firstly, they collect the con-
figuration information of network resources, and then they
scan periodically the whole network to update the
database.

5.3. Alert correlation

The alert correlation module is at the heart of the whole
correlation process. It receives alerts from the alert reduc-
tion module and tries to find out the logical relationships
between them, in order to give a higher level and coherent
view about the status of the monitored network and dis-
cover root causes. In Fig. 5 we show a possible structure
of the alert correlation module. Here, the process is divided
into two phases; the aggregation phase, in which alerts that
share the same root cause are merged, and the cause iden-
tification phase, in which a higher level processing is han-
dled to generate hyper-alerts, i.e., alerts which have
higher level and richer information about the root causes
of a problem.

5.3.1. Aggregation

As said, the target of the alert aggregation phase is to
merge multiple alerts that share a same root cause. The
aggregation phase receives alerts from the alert reduction
module and tries to compare them with previously exis-
tent or aggregated alerts. The meaning of the new aggre-
gated alerts is an induced generalization of those used
for the aggregation.

Alerts in a given group are supposed to be similar to
each other and dissimilar to each of other groups. Some-
times, it is necessary for the aggregation process to obtain
topological information, which is mainly stored as men-
tioned above in a topology database.

As explained in Section 4.3, a huge number of proposed
clustering techniques for aggregation have been contrib-
uted. These techniques may need to use additional infor-
mation, e.g., a topology database.

5.3.2. Cause identification

The cause identification phase receives the aggregated
alerts generated by the aggregation process and tries to
discover and recognize the logical relationships between
them. Although this phase may not have a significant effect
in reducing the number of alerts, the main role of the cause
identification phase is to convert these aggregated alerts
into hyper-alerts, which have more meaningful and
semantic contents when compared with the previous ones.
In order to correlate aggregated alerts and produce hyper-
alerts, the cause identification phase may use several
sources of information like a cases database or knowledge
representation (see Section 3).

The output of the alert correlation module has two main
destinations: one is the input to the next module, i.e., alert
prioritization for further processing; the other is entering in
a cyclic feedback process and enters again in the alert
reduction module for filtering and validation again. As pre-
viously justified, this cyclic process enriches the correla-
tion process with extra information.

5.4. Alert prioritization

The last module of the proposed correlation model is
called alert prioritization. The purpose of the alert prioriti-
zation module is to analyze hyper-alerts received from the
alert correlation module and to classify them based on
their severity. As shown in Fig. 6, the alert prioritization
module can be divided into two main phases: severity
analysis and classification.

5.4.1. Severity analysis

The purpose of the severity analysis phase is to deter-
mine the importance of the network alerts or hyper-
alerts. The severity analysis is a complicated task that
needs several sources of information to determine the
criticality of a particular alert in the overall system. Cer-
tain sources of information, like cases, vulnerability, and
network topology databases might be useful to provide
information about the causes, their descriptions, their
dependencies to the operating systems, hardware and
software platforms. The severity analysis results depend
on the nature of the services and the network being mon-
itored. As an example, a mission impact intrusion report
correlation system, M-Correlator, was implemented by
Porras and others [87], focused on intrusion attacks. Here,
the system is used to classify alerts based on severity and
take appropriate actions to deal with each one of the alert
classes.



Table 4
Survey of network management tools.

Product name Manufacturer Input Alignment with Section License Version  Correlation techniques Alignment with Section 5 Homepage
information 3 (Info. sources) (Correlation model)
Pandora FMS Artica Soluciones SNMP 3.1 Alerts database Comm. 4.0.1 Filtering, Aggregation, 5.2.A. Filtering http://pandorafms.org/
Tecnolégicas Ltd. traps,Syslog Validation, Alignment with
Section 4.3 “Temporal based
similarity”
5.2.B. Validation
5.3.A. Aggregation
Osmius Peopleware SL SNMP 3.1 Alerts database Comm. 11.01.0  Filtering, Data mining, 5.2.A. Filtering http://www.osmius.com/
traps,Syslog, Aggregation, Cause
identification, Alignment with
Section 4.3 “Attribute based
similarity”
5.3.A. Aggregation
5.3.B. Cause identification
HP Openview HP SNMP 3.1. Alerts database Comm. 2011 Filtering, Verification, 5.2.A. Filtering http://www.hp.com
traps,Syslog Aggregation, Alignment with
Section 4.3 “Expert rules”
3.2. Topology 5.2.B. Validation
information
5.3.A. Aggregation
Avaya VPFM Avaya Inc. SMTP traps, 3.1. Alerts database Comm. 7.5 Filtering, Aggregation, Cause 5.2.A. Filtering http://www.avaya.com
Syslogs identification
3.2. Topology 5.3.A. Aggregation
information
5.3.B. Cause identification
NagiosXI Worldwide Nagios SNMP 3.1 Alerts database Comm. 2011R1.9 Filtering, Data mining, Pattern 5.2.A. Filtering http://www.nagios.org
community traps,Syslog, matching, Aggregation
5.3.A. Aggregation
IBM Tivoli Enterprise IBM SNMP traps, 3.1. Alerts database Comm. 39 Normalization, Filtering, 5.2.A. Filtering http://www.ibm.com
Consol (TEC) Syslogs Aggregation, Cause
identification,
Prioritization,Alignment with
Section 4.3 “Expert rules”
3.2. Topology 5.2.B. Validation
information
5.3.A. Aggregation
5.3.B. Cause identification
5.4.B. Classification
OpenNMS The Open NMS SNMP traps, 3.1 Alerts database Open 1.8.16 Feature construction, Filtering, = 5.1.B. Feature construction http://opennms.org
Group Syslog, source Validation, Alignment with
GPLv2 Section 4.3 “Expert rules”
5.2.A. Filtering
5.2.B. Validation
AggreGate Network Tibbo Technology SNMP traps, 3.1. Alerts database Comm. 4.50.01 Normalization, Filtering, 5.1.B. Feature construction http://aggregate.tibbo.com
Manager Inc. Syslogs Clustering, Aggregation lignment

3.2. Topology
information

with Section 4.3 “Expert rules”

5.2.A. Filtering

(continued on next page)
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Table 4 (continued)

Product name Manufacturer Input Alignment with Section License Version  Correlation techniques Alignment with Section 5 Homepage
information 3 (Info. sources) (Correlation model)
5.3.A. Aggregation
AccelOps AccelOps, Inc. SNMP traps, 3.1 Alerts database Comm. 2010 Normalization, Filtering, 5.1.A. Normalization http://www.accelops.com/
Syslogs Clustering, Validation,
Aggregation, Prioritization
Alignment with Section 4.3
“Expert rules
5.2.A. Filtering
5.2.B. Validation
5.3.A. Aggregation
5.4.B. Classification
SolarWinds Orion SolarWinds SNMP traps, 3.1. Alerts database Comm. 2011 Filtering, Verification, ggregation 5.2.A. Filtering http://
Application Syslogs www.solarwinds.com
Performance
Monitor
5.2.B. Validation
3.2. Topology 5.3.A. Aggregation
information
up.time Uptime Software SNMP traps, 3.1 Alerts database Comm. 7 Filtering, Validation 5.2.A. Filtering http://
Syslogs www.uptimesoftware.com
5.3.A. Aggregation
NetCrunch AdRem Software, SNMP traps, 3.1. Alerts database Comm. 6 Normalization, Event 5.1.A. Normalization http://
Inc. Syslogs, suppression, Aggregation, www.adremsoft.com
Alignment with Section 4.3
“Expert rules
3.2. Topology 5.2.A. Filtering
information
5.3.A. Aggregation
VMware vCenter Vmware, Inc. SNMP traps, 3.1 Alerts database Comm. 5.4.1 Filtering, Validation, Cause 5.2.A. Filtering http://www.vmware.com
Operation Syslogs, identification
Management Suite
5.2.B. Validation
5.3.B. Cause identification
Verax NMS Verax Systems Corp. SNMP traps, 3.1 Alerts database Comm. 1.9.0 Filtering, Aggregation lignment  5.2.A. Filtering http://
Syslogs, with Section 4.3 “Expert rules Www.veraxsystems.com

5.3.A. Aggregation

orer
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Table 5

Survey of security tools.

Product name  Manufacturer Input Alignment with Section License Version Correlation techniques Alignment with Homepage
information 3 (Info. sources) Section 5
(Correlation model)
Snort Sourcefire, Inc.  Snort alerts 3.1. Alerts database Open source 2.9.2.2 Filtering, Aggregation, 5.2.A. Filtering http://www.snort.org/
GPL Prioritization,Alignment with Section 4.3
“Expert rules”
5.3.A. Aggregation
5.4.B. Classification
BrO BrO team Snort alerts, 3.1. Alerts database Open source  2.0Beta Filtering,Pattern matching, Alignment 5.2.A. Filtering http://www.bro-
Syslogs BSD with Section 4.3 “Temporal based ids.org/
similarity, Dependency graphs”
Bitacora S21sec Syslogs, IDS 3.1. Alerts database Comm. 5 Normalization, Filtering, Validation, Real-  5.1.A. Normalization  http://
alerts time correlation www.s21sec.com/
3.3. Vulnerabilities 5.2.A. Filtering
database
5.2.B. Validation
OSSEC HIDS Trend Micro SMTP traps, 3.1. Alerts database Open 2.6 Filtering, Verification, Severity analysis, 5.2.A. Filtering http://www.ossec.net/
IDS sourceGPLv3 Cause identification, Alignment with
alerts,Syslogs Section 4.3 “Expert rules”
5.2.B. Validation
5.3.B. Cause
identification
5.4.A. Severity
analysis
0SSIM AlienVault Snort alerts 3.1. Alerts database Open source 3.1 Normalization,Filtering, Alignment with 5.1.A. Normalization  http://www.ossim.net
GPL Section 4.3 “Expert rules”
5.2.A. Filtering
Prelude SIEM PreludeIDS SMTP traps, 3.1. Alerts database Open source 1 Normalization, Filtering Aggregation, 5.1.A. Normalization  http://www.prelude-
Technologies Syslogs GPL Alignment with Section 4.3 “Expert rules” ids.com
5.2.A. Filtering
5.3.A. Aggregation
ACID CERT Snort alerts, 3.1. Alerts database Open source  0.0.9.6b23 Filtering, Validation,Clustering, 5.2.A. Filtering http://
Syslogs GPL Prioritization, Alignment with Section 4.3 acidlab.sourceforge.net/
“Attribute based similarity”
5.2.B. Validation
5.3.A. Aggregation
5.4.B. Classification
neuSECURE GuardedNet SNMP traps, 3.1. Alerts database Comm. 3 Normalization, Validation, Aggregation 5.1.A. Normalization  http://
Inc. Syslogs, IDS Prioritization, Multi-variant correlation www.guarded.net/
alerts
5.2.B. Validation
5.3.A. Aggregation
5.4.B. Classification
SecurityCenter Tenable IDS alerts, 3.1. Alerts database Comm. 4.4 Filtering, Validation, Aggregation, Cause 5.2.A. Filtering http://
Network Syslogs identification, Severity analysis, www.tenable.com/
security Prioritization

3.2. Topology
information

5.2.B. Validation

(continued on next page)
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Table 5 (continued)

Homepage

Alignment with

Section 5

Correlation techniques

Version

License

Alignment with Section

3 (Info. sources)

Input

Manufacturer

Product name

information

(Correlation model)

5.3.A. Aggregation

5.3.B. Cause
identification

3.4. TTS information

5.4.A. Severity

analysis

5.4.B. Classification

http://

5.1.A. Normalization

Normalization, Filtering Aggregation,

1.2f

Comm.

3.1. Alerts database

IDS alerts,
Syslogs

netForensics

Net Forensics

www.netforensics.com/

Alignment with Section 4.3 “Expert rules”

Console

5.2.A. Filtering

5.3.A. Aggregation
5.3.A. Aggregation

http://

Aggregation, Prioritization, Alert

correlation

2011

Comm.

Syslogs, 3.1. Alerts database

Alerts

ArcSight ETRM  Arcsight Inc.HP

www.arcsight.com/

Company

Platform
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5.4.B. Classification

3.2. Topology
information

3.3. Vulnerability

database

http://

5.1.A. Normalization

Normalization, Filtering, Real-time

Comm. Hardware
correlation

3.1. Alerts database

Syslogs, IDS

alerts

ConostixInc.S.A.

Virtuoso

www.conostix.com/

LogCollector
LC-360

product-virtuoso.html

5.2.A. Filtering

5.4.2. Classification

In this final phase, hyper-alerts are classified based on
their severity measurements and a relevance metric is
now calculated The output is sent to the network expert
as a report containing alerts in an ascending order accord-
ing to their relevance.

In [87], the classification is done based on assigning a
relevance score for each alert, which is produced through
a comparison of the alert target’s known topology against
the vulnerability requirements of the incident type. Next,
a priority calculation is performed per alert to indicate,
first, the degree to which the alert is targeted at critical as-
sets; second, the amount of interest the user has registered
for this alert type. Last, an overall incident rank is assigned
to each alert, which brings together the priority of the alert
with the likelihood of success. Zomlot et al. [88] presented
an approach to classify intrusion analysis using an ex-
tended Dempster-Shafer theory. The proposed algorithm
captured sensor quality that corresponds to the intuitive
interpretation, and designed an algorithm for calculating
confidence values for hypotheses on an alert correlation
graph. According to their judge, the proposed Dempster
Shafer application can correctly combine non-independent
evidences commonly found in correlated IDS alerts.

Alsubhi and others [89] proposed two techniques, one
for alert rescoring and prioritization which is based on fuz-
zy logic inference mechanism, and another which is used
for rescoring alerts to show the early steps of the attackers.
Wallin et al. [90] proposed a neural network-based ap-
proach for alarm filtering and prioritization by using the
knowledge gained from alarm flow properties and trouble
ticketing information. Jiang et al. [91] proposed a novel peer
review mechanism based on rule based systems to rank the
importance of alerts resulting in the top ranked alerts being
more likely to be true positives. After comparing a metric
value against a threshold to generate alerts, the algorithm
compares the value with the equivalent thresholds from
many other rules to determine the importance of alerts.The
output of the classification phase is sent to the network
operator as a report which usually contains the causes in
descending order from higher to lower severities.

6. Existing alert correlation tools

In this section, we describe some of alert correlation
systems currently in use. Our intention here is not to pro-
vide a complete list of existing tools, but to make a com-
parison that allows to check which of the previously
described techniques are used and which ones are not.

We classify the correlation tools based on their applica-
tion field as discussed above. Some network management
tools are listed in Table 4. Some of the most important
security tools are listed in Tables 5 and 6 collects some of
the SCADA monitoring systems. In these tables, the “Input
information” column indicates the types of the input data.
“Alignment with Section 3” column matchs “Input infor-
mation” contents with Section 3. “License” column indi-
cates if the tool is commercial (“Comm.”) or open source
with GPL license. The “Version” column provides the tool’s
version evaluated here. The specific correlation operations
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Table 6

Survey of SCADA tools.

Product Manufacturer Input Alignment with License Version Correlation techniques Alignment with Homepage
name information Section 3 (Info. Section 5 (Correlation
Sources) model)
SIMATIC Siemens Alarms 3.1. Alerts database Comm. 7 Feature construction, Filtering, Aggregation, 5.1.B. Feature http://www.siemens.com/
WinCC Alignment with Section 4.3 “Attribute based  construction
similarity”
5.2.A. Filtering
5.3.A. Aggregation
U.CME™-  Control-See Alarms 3.1. Alerts database Comm. 2012 Filtering, Validation, Aggregation, Severity 5.2.A. Filtering http://www.controlsee.com/
OPC analysis, Classification, Alignment with Section
4.3 “Attribute based similarity”
5.2.B. Validation
5.3.A. Aggregation
5.4.A. Severity analysis
5.4.B. Classification
Shopfloor- Lighthouse Systems Alarms 3.1. Alerts database Comm. 2009 Aggregation, Classification, Alignment with 5.3.A. Aggregation http://www.lighthousesystems.com
Online Section 4.3 “Attribute based similarity”
5.4.B. Classification
Plant ExperTune Alarms 3.1. Alerts database Comm. 9 Filtering, Clustering, Prioritization, Cause 5.2.A. Filtering http://www.expertune.com
Triage Identification, Alignment with Section 4.3
“Sequential based methods-Graphs”
5.3.A. Aggregation
5.3.B. Cause
identification
5.4.B. Classification
WINLOG SIELCO SISTEMI Alarms 3.1. Alerts database Comm. 2.07.11 Normalization, Prioritization 5.2.A. Filtering http://www.sielcosistemi.com
pro
5.4.B. Classification
AggreGate Tibbo Technology Alerts 3.1. Alerts database Comm. 40.50.01 Normalization, Filtering, Clustering, Alignment 5.1.A. Normalization http://www.aggregate.tibbo.com
SCADA Inc. with Section 4.3 “Attribute based similarity”
5.2.A. Filtering
5.3.A. Aggregation
IGSS 7-Technologies A/S  Alarms 3.1. Alerts database Comm. 9 Feature construction, Filtering. Alignment with 5.1.B. Feature http://www.igss.com
Section 4.3 “Expert rules” construction
5.2.A. Filtering
Argos Centro de Alarms 3.1. Alerts database Open 0.6.670 Normalization, Aggregation 5.1.A. Normalization http://www.cintal.com.ve
Innovacién Tecn. del source
Aluminio GPLv3
5.3.A. Aggregation
Mango Serotonin Software  Alarms 3.1. Alerts database Comm. 1.13.0 Filtering, Prioritization 5.2.A. Filtering http://
M2M2  Tech. www.mango.serotoninsoftware.com/
5.4.B. Classification
IntegraXor EcavaSdn. Bhd Alarms 3.1. Alerts database Comm. 3.71 Filtering, Grouping, Cause identification 5.2.A. Filtering http://www.integraxor.com/
5.3.A. Aggregation
5.3.B. Cause
identification
MESbox OridinalSotware Inc. Alarms 3.1. Alerts database Comm. 2012 Filtering, Aggregation, Severity analysis 5.2.A. Filtering http://www.ordinal.fr
SCADA

5.3.A. Aggregation

5.4.A. Severity analysis
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and techniques of each tool are listed in the column “Cor-
relation techniques”; “Alignment with Section 5” column
matchs “correlation techniques” contents with Section 5
and, finally, the webpage for the tool is listed in column
“Homepage”.

6.1. Network management tools

Table 4 summarizes the most relevant information for
some of the most widely deployed network management
tools. In particular, we focus in the types of inputs and cor-
relation techniques used. Some remarks related to Table 4
worth mentioning. First, the majority of these tools are
implemented by important private companies like HP,
IBM and others. Therefore, most of them are commercially
distributed. Second, most of them were implemented to
deal with a single type of information sources (Section 3),
which are alerts with different formats. Third, a large num-
ber of these tools implement an expert rules correlation en-
gine. Besides, they use very simple versions of correlation
operations such as alert reduction, clustering, and aggrega-
tion. We think that the main reason for that is because these
tools were not initially designed to deal with alert correla-
tion specifically, that is, they were implemented for system
monitoring and diagnostics purposes. Some of them have
implemented other correlation engines, but they have pro-
prietary patents which prevent us from clearly understand
which kind of correlation approaches were implemented.
But, generally speaking, and according to the data sheets,
it seems they mostly use rule-based correlation approaches.
Fourth, we notice that there is a big gap between the sophis-
ticated correlation techniques which are presented in the
research community and revised in Section 4 above, with
those implemented in these tools. In our opinion, this big
gap resulted from the fact that the industrial and research
communities have different algorithms design goals. The
research community proposed algorithms to prove some
research ideas, so the algorithms may be very complex in
terms of processing time and resource consumption,
whereas private companies goal is to build scalable and effi-
cient tools with lightweight algorithms.

Furthermore, it seems that they implemented correla-
tion techniques that will save implementation time and
cost, in order to enter the market quickly. Thus, most of
the commercial tools simply handle only one type of infor-
mation sources, as illustrated in Column 4, and this can be
related to the lack of complex correlation techniques.

6.2. Security tools

Similar observations resulted from Table 5, which lists a
number of security tools. First, some of these tools are open
source like Snort and Bro; others are commercial like Bitac-
ora and Net Forensics Console. Second, the majority of
these tools were designed to accept snort alerts and syslog
messages as input formats. Therefore, they were imple-
mented for specific purposes. Third, like most NMS tools,
most of the listed security tools have implemented simple
correlation operations like filtering, pattern matching, val-
idation and others. Some of them like Snort and OSSIM
have implemented more complex mechanisms as rule

based correlation techniques. Fourth, the security tools
present the same issue as NMS tools regarding the design
gap between the complexities of the correlation tech-
niques which were suggested by the research community
compared with what was implemented in these tools.

6.3. SCADA tools

With regard to Table 6, which contains some of the cur-
rent SCADA monitoring systems, we also have some obser-
vations. First, unlike network management and security
tools, we observed that alert correlation in SCADA systems
still needs much work to be done in both industrial and re-
search sectors. Second, the majority of these tools are com-
mercial with free-trial versions. Third, they were
implemented for various industrial applications which ac-
cept various alarms formats. Fourth, after a thorough re-
view of the data sheets of these products we found that
most of them mainly use attribute based similarity for
doing several operations like filtering, agregation and pri-
oritization to discover root causes.

7. Related work

In a thorough review of the literature for alert correla-
tion we have found a wide number of research efforts in
the form of research projects and surveys aimed to de-
scribe in a clear way the nature of the alert correlation pro-
cess. In 2003, Pouget and Dacier [1] made a comprehensive
review of the state of the art of alert correlation techniques
and existing tools. They mainly focused on techniques used
within the intrusion detection domain, providing a high le-
vel description of them.They divided the various research
efforts into several groups such as rule-based, attack sce-
nario method, and context reasoning approaches. They also
grouped the existing tools into three categories: log analy-
sis tools, management consoles and testbed research tools.
One year later, Steinder and Sethi [20] presented a compre-
hensive overiew of existing fault localization techniques in
communication systems by classifiying them according to
three main categories: artificial intelligence techniques,
model traversing techniques and fault propagation mod-
els.They also discussed the challenges facing the fault
localization process in complex communication systems.
Unlike Pouget and Dacier, they focused only on techniques
used within the network management field. In the same
year, Valeur and others [31] proposed a comprehensive
real time alert correlation approach for intrusion detection,
which consists of many components such as: normaliza-
tion, preprocessing, alert fusion, thread reconstruction
and others. They presented a detailed explanation of the
alert correlation process by applying a tool to a number
of well known intrusion detection data sets in order to
identify how each component contributes to the overall
goal of the correlation tool. Also in 2004, Zurutuza and Uri-
beetexeberria [21] presented a survey of alert correlation
techniques for intrusion detection. The survey was based
on three main components: preprocessing, alarm analysis
and alarm correlation. In 2006, Sadoddin and Ghorbani
[22] presented a survey of alert correlation techniques
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based on a proposed framework, which consists of sixcom-
ponents.These components include normalization, aggre-
gation, correlation, false alert reduction, attack strategies
analysis and normalization. Their main focus was on the
techniques proposed only for the intrusion detection field.
In 2008, Zang et al. [23] presented a general summary of
alert correlation and fusion technologies. They classified
the techniques based on a proposed model, which has five
components: normalization, aggregation, verification, and
correlation and attack scenarios. In 2010, Elshoush and Os-
man [92] presented an state of the art of alert correlation
algorithms in CIDS. They made a classification based on
system architectures, and showed that the current re-
search revealed the need for artificial inteligence and fuzzy
logic techniques to satisfy the growing demand of reliable,
intelligent, and flexible IDSs.

Previous contributions surveying alert correlation tech-
niques have some limitations. First, they are biased to a
specific application domain, normally management or
security, being the security field the more frequent. Sec-
ond, the existing alert correlation models proposed in
these cited works do not take into account all the sources
of information used by different authors (as discussed in
Section 3). Third, in spite of the complexity of the correla-
tion process, most of the proposed models conceptualize it
as a sequence of interrelated processes linked to each other
linearly. Each correlation component does its task locally
and forwards the results to the next one, without knowing
what other components have done. We suggest that this
linearity does not fit in the correlation process and, accord-
ingly, we present a new model which considers feedback
mechanisms.

This paper has four main contributions as a difference
from other reviews and surveys. First, the paper presents
an updated review of the state of the art on alert correla-
tion techniques based on a proposed taxonomy. Second,
it covers three different applications: network manage-
ment, security, and process control (SCADA systems).
Third, a new correlation model is suggested, where com-
plex feedback processes are considered. And finally, a com-
parison of existing commercial products is presented.

8. Conclusions

In this paper, we have reviewed the research efforts car-
ried out in the alert correlation field. We have provided a
classification of them based on the type of applications,
number of data sources, correlation method and type of
architecture. We have shown that it is possible to classify
correlation techniques as belonging to different applica-
tions: security, network management and process control
(SCADA systems). Despite the big amount of efforts done
in the alert correlation field, we observe that this is still
an active research area in both, especially in NMS and
security applications. Yet, considerable work should still
be done in the SCADA systems area, where only few efforts
have been contributed.

Regarding the architecture and scalability of most of the
current solutions, a large number of them are based on
centralized architectures, which limits their scalability.

For this reason, there is a need to investigate on distributed
architectures for dealing with the alert correlation
problem.

In addition, we have found that there is no clear agree-
ment between researchers and vendors about how to mea-
sure the efficiency and accuracy of the proposed solutions.
As a consequence, there are no standard benchmarks for
evaluating and comparing them.

We have also presented in this paper a correlation pro-
cess model. After having analyzed the limitations of the
different solutions proposed in the literature, we claim that
the alert correlation problem should be modeled as a cyclic
process with feedback mechanisms. However, none of the
current proposals in this field consider these mechanisms.

As a final contribution, we made a review of some avail-
able correlation tools, intended for the cited three different
applications: NMS, security and SCADA systems. We have
noticed that there is a big gap between the complexities
behind the correlation techniques suggested by the re-
search community and those really implemented in these
available tools.
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