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Abstract

Automatic words diacritization is one of the NLP challenges with languages having
diacritics unveiling the phonetic transcription of their words. Arabic is an example of such
languages where different diacritics over for the same spelling produce different words

with maybe different meanings

Text-to-speech (TTS), Part-of-Speech (PoS) tagging, Word Sense Disambiguation (WSD),
and Machine Translation can be enumerated among a longer list of applications that vitally
benefit from automatic diacritization. One major challenge with Arabic is its rich
derivative and inflective nature, so it is very difficult to build a complete vocabulary that
cover all (or even most of) the Arabic generable words. In fact, while Arabic is on the
extreme of richness as per its vocabulary when regarded as full- form words, this language
is also on the extreme of compactness of atomic building entities due to its very systematic

and rich derivative and inflective nature.

This thesis introduces a proposed diacrize system Al-Farahidi Arabic Diacrizer System
(AADS) which is a hybrid system to automatically diacritize raw Arabic text that is known
to be quite a tough problem. The first part tries to decide about the most likely diacritics by
choosing the sequence of full-form Arabic word diacritizations with maximum marginal
probability via probability estimation. When full-form words happen to be out-of-
vocabulary, the second part is resorted. This second part factorizes each Arabic word into
its possible morphological constituents (prefix, root, pattern and suffix), then uses rule
based to find the proper diacritics. While the second part has the advantage of excellent
coverage over the Arabic language, the first part enjoys a better disambiguation for the
same size of training corpora especially for inferring syntactical (case-based) diacritics.

The presented hybrid system enjoys the advantages of both parts.
The AADS work on the level of letter, word and sentence, while the other system work
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on the level of word and some of them neglect the end letter because it cant decide the

grammar rule.

In this study, two kinds of modules have been developed, namely the morphological sub
model and statistical sub model. These two approaches developed by using Microsoft
studio 2010, a pre-processing stage has been accomplished for the collected tool to decide
which tool that can be used in every sub model and what kind of modification need to
satisfy our aim, after testing many tool we decide to use Alkhali morpho system as part of

morphological sub model, and MADAMIRA tool as part of statically sub model.

In order to develop the sub models, we have divided the system into stages, the first stage
developing morphological sub model, in this stage we found the alkhalil system cant
perform our aim exactly, to mange this issue we found there is a need to re-programming
Alkhalil by adding another class and method and re-programming existing class, another

modification need by creation new database in order to perform our aim.

The major finding in the AADS it can work in any level (letter, word and sentence), and
it can represent status syntactic (4xl_e¥) 4l for each word and suggest other form root
conjugation (< »<ill), and AADS is adaptive where the user can add any word that not

found in its Database.

In comparison with other tools that work in the same filed, we can notice from the result
that AADS has performed much better than its counterpart’s tool in the level of letter,

word and sentence with mixed result depend of level of testing.

These preliminary and promised result indicate the sustainable and adequacy of the
developed system to diacrize Arabic text. Further investigation and work still needed to be
applied to furtherlly investigation model with more rules, and enhance the developed

system.
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Chapter 1

1. Introduction the state-of-art

1.1. Introduction

Arabic language belongs to the group of the Semitic alphabetical scripts that use
letters to represent 26 consonants, and on an optional basis, diacritics to indicate vowels.
The class of writing systems considered is known as Abjads, in which each symbol always
stands for a consonant. In Abjads, the reader must supply the appropriate vowel to
indicate inflectional or derived forms. The issue of diacritics is not simply that of the
script, but rather a combination with the spelling rules of Arabic. Similarly, one may write
English without vowels. The issue is not the script, but it is the spelling system and
orthography. Diacritics are added according to their position in the sentence to help clarify
the meaning of words and disambiguate any vague spellings or pronunciations. In order to
facilitate learning Arabic for foreigners and children, diacritic symbols as known today
were introduced in the 11th century by Al Farahidi’ to provide enough information about
the correct pronunciation. But these are usually omitted, except in the Holy Qur’an,
dictionaries, pedagogic books, and others as decided by the writer. In modern times, Text-
to-Speech (TTS) systems request a diacritization algorithm to be added to the Natural
Language Processing (NLP) system [1]. Moreover, they particularly request discourse

analysis, Part-of Speech-Tagging, Named Entity Recognition, Sentence Breaking, and
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Word Sense Disambiguation. Diacritization is perceived as the first stage of an Arabic
NLP system Appendix B represent Arabic Letter and Appendix C represent Arabic

diacrtis.

Research on Arabic computational morphology has increased considerably in recent
years. Indeed, research on Arabic morphology has always been not extraordinarily
prolific due to the complexity of the subject. However, despite the reasonable amount of
computational models that have been proposed, the different approaches have not been

completely explored and a vast amount of continued work is needed [2].

Several researchers have addressed the diacritization problem. The various reported
approaches in the available literature on the problem include [2], Center for
Computational Learning Systems, Columbia University, a diacritization system for written
Arabic which is based on a lexical resource. It combines a tagger and lexeme language
model. Rayan and his coauthors [3] have investigated the tasks of general morphological
tagging, diacritization, and lemmatization for Arabic. They reported that for all tasks they
consider, both modeling the lexeme explicitly, and retuning the weights of individual
classifiers for the specific task, improve the performance. Zitouni and colleagues [4]
have used a maximum entropy classifier to assign diacritics to the letters of each word.
Rashwan [5] has also introduced a two-layer stochastic system to automatically
diacritize raw Arabic text that is known to be quite a tough problem. The first layer
attempts to decide the most likely diacritics by choosing the sequence of full form Arabic
word diacritizations with maximum marginal probability via long A* lattice search and m-
gram probability estimation. They reported a reduction in word error rate in comparison

with the first three approaches. Furthermore, Shaalan [6] has followed the rule-based
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approach in developing his Arabic natural processing tools and systems. Shaalan
concluded that rapid development of rule-based systems is feasible, especially in the
absence of linguistic resources and the difficulties faced in adapting tools from other

languages due to peculiarities and the nature of Arabic language.

In spite of the fact that Arabic is an intensively diacritized language, however,
Modern Standard Arabic, (MSA), is typically written by existing natives without
diactrics. Thus, the major task of the NLP is to correctly infer all missing diactrics of
the input MSA text and to amend those diactrics so as to account for the mutual phonetic
effects among adjacent works upon their continuous pronunciation. In addition, MSA
script normally includes many common mistakes. Furthermore, 7.5% of open domain
Arabic text includes transliterated words that lack any Arabic constraining model. Many

of these words are confusingly analyzable as normal Arabic words [7].

From an industry viewpoint, the most representative commercial Arabic
morphological processors include Sakhr’s, Xerox’s, and RDI’s [5]. Sakhr’s system is a
factorizing one based on the standard Arabic dictionaries. Sakhr’s declares 97% accuracy.
Xerox’s system is also a factorizing system based on the standard Arabic dictionaries [7].
RDI’s system is a factorizing system where each regular derivative root is allowed to
combine with any form as long as this combination is morphologically allowed. Although

it reaches an accuracy of 96%, it suffers from a high processing time [8].

1.2. Research motivations and problem statements

Natural Language Processing is the field of computer science concentrated on the

development of technology that assists computers in dealing with human language as input
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and output. NLP was founded to create computational model that equals human
performance. Jurafsky and Martin [8] describe NLP as “Computational techniques that
process spoken and written human language as language”. Besides that, Microsoft
researcher explained the goal of the NLP as “to design and build software that will analyze,
understand and generate language that human use naturally, so that eventually one will be

able to address their computer like addressing another person” [10].

Arabic language contains complexities that present a considerable challenge to the
computational linguistics, these challenges include, Firstly, it is different from other Latin
characters which contain 60 unique characters for letters, numbers, punctuation marks, and
diacritics, as the platform represents Arabic from right to left but with spelt character and the
user can’t read it. Secondly, Arabic language has free word order, which makes the
morphological analysis complicated because Arabic is built from roots rather than stems.
Besides that, the subject can be omitted leaving any parser with the challenge of deciding
whether or not it is most appropriate for it to be omitted [11].

The main aim of the research is to develop novel approach to deal with automatic
Arabic diacrization. In order to achieve this aim, the following objectives were identified:

1. To investigate the retrieval performance of the following methods: word, stem, root,
and diacrizer.

2. To investigate and implement a novel method and system of a diacrizer for the
Arabic language based on proposed hypered method and then link the statistical
method with the morphological method in order to compare the performance of the
various methods and systems.

3. Design and implement an Arabic diacrizer that contains a morphological component

to support information retrieval.
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4. To investigate the effectiveness of the hybrid system that we design.

This study also aims to answer the following questions:

1. Does the hybrid Method improve the Arabic diacrizer and information retrieval

performance in terms of recall?

2. Does the hybrid Method improve retrieval performance of the root method in terms

of precision?

3. Does the hybrid Method have an effect on dicrization and retrieval performance in

Arabic?

4. Why do some methods diacrize more than others?

Motivation:

Arabic is the largest Languages Commissioner group in terms of number of

speakers: >422 million people;

Automatic words diacritization is one of the NLP challenges with languages

having diacritics

One major challenge with Arabic is its rich derivatives and inflective nature,

Research on Arabic computational morphology has increased considerably in

recent years.

To build an Arabic diacritizer is quite complex and not easy

Arabic is a very rich language

Serve Arabic language

To learn Arabic for foreigners to be able learn about Arabic culture.
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1.3. Justification

Arabic is a language were written word cannot be completely determined by its standard
where the diacritics are omitted. Out of context and in the absence of diacritics, a word can
have several meaning. Diacritics are therefore very useful for understanding. While native
speakers are able to disambiguate the intended meaning and choose the right diacritization
from the surrounding context with minimal difficulty, automatic language processing of an
Arabic text often suffer from the lack of diacritics. The various potential applications of TTS
vary from machine translation to facilitating learning and helping visually impaired
individuals. It can be used in Arabic Text message for emails, caller ID, mobile messaging,

and so on.

1.4, Automatic Arabic text diacritization problems and importance

Arabic is one of a class of languages where the intended pronunciation of a written
word cannot be completely determined by its standard. Rather, a set of special diacritics is
needed to indicate its meaning. Different diacritics over for the same spelling produce

different words [12].

These diacritics, however, are typically omitted in most written Arabic, which lead to
widespread ambiguities in meaning. While native speakers are able to disambiguate the
intended meaning from the surrounding context with minimal difficulty, automatic

processing of Arabic is often suffer by the lack of diacritics. Text-to-speech (TTS), Part-of-
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Speech (POS) Tagging, Word Sense Disambiguation (WSD), and Machine Translation can

be of applications that vitally benefit from automatic diacritization [13].

One major challenge with Arabic is its rich derivative, so it is very difficult to build a

complete vocabulary that covers all the Arabic generable words [12].

1.5. Challenges and innovation points

To build an Arabic diacritizer is quite complex and not easy because modern Arabic
text is written without any diacritics, in addition to the fact that modern Arabic text contains
many mistakes. Arabic is a very rich language containing innumerable derivatives so it is
nearly impossible to build a complete vocabulary spanning all words in the Arabic language.
Finally, if we attempt the other methods and use morphological diacrization we cannot count
all rules for the Arabic language and we are likely to find some irregular words or

statements that cannot fit in this rule.

Innovation point in Al-Frahidi work

1. Autonomy software, partially or completely restricted: The new system is
completely independent and can be programmed in any programming language research
and distributed commercially.

2. Deal directly with Arabic script: This is unlike other systems as it allows users to
solve the issue of converting Arabic letters to Roman, choose the appropriate accents,
and convert the Roman numerals to an Arabic characters.

3. High percentage of correct configuration: The rate of correct composition ratio,

including all letters and phrases including last words.
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4. The hybrid system of the factorizing system, depending on the morphological
analyzer, and the unfactorizing system, depending on the statistical analyzer: This will

contain the advantage of the two methods and will increase overall accuracy.

The adaptive system: This system can learn any new words that are absent in the corpus of

terms.

The goal of this system is to develop novel approach to deal with automatic Arabic

diacrization, we will explain this tool in detail in chapter three.

1.6. Thesis organization

The present thesis is organized into run chapters entitled: introduction literature
review; morphological system of Arabic; system architecture; system evaluation; and

conclusion and future work.

Chapter One of the thesis is mainly an introduction to the study which includes a
problem statement and the aims of the study, in addition to the research questions the
significance of the study, the scope and limitation of the study, and finally a summary of
the chapters.

Chapter Two covers the close-related literature. The chapter starts with a brief
background of the structure of the Arabic language. It is then followed by survey of current
morphological analyzer. Chapter two ends with a discussion.

Chapter Three is a detailed description of the system architecture and
implementation. The chapter describes the prototype and its components. The chapter starts
with a brief background of the structure of the system. It is then followed by detailed of
each sub model. Chapter three ends with a discussion.

Chapter Four is a detailed description of the experimental research design and
methodology. The parameter used in this study. Three parameters are used to evaluate the

retrieval performance of each method, and the result are discussed in this chapter.
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Chapter Five is the last chapter of the thesis. It is a summary of the work which has
been carried out in the current study. It also shows the main findings of the system
evaluation and attempts to answer the research questions. The chapter presents several
recommendations to those involved in natural language processing. The chapter ends with

some suggestions for future work to be done in this area.
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Chapter 2

2.

2.1.

Literature review

Introduction to the Arabic language

The Arabic language related to a group of languages spoken nowadays, mainly in the

North of Africa, the Middle East and the Arabian Gulf. These languages are commonly

known as Arabic dialects [14]. Furthermore, Modern Standard Arabic (MSA) is derived from

the spoken Arabic and classical Arabic, a literary language, which dates back to the seventh

century. Classical Arabic is the liturgical language of the Islamic religion, as the Qur’an, or

Islamic holy book, is a representation of this language and it plays an important role in Arab

society today. It was known to be the mother tongue of the Prophet Muhammad [15].

Genetically, Arabic belongs to the Semitic Language Family, which itself is part of the

Afroasiatic Phylum [16]. The Afroasiatic phylum is divided into five families:

1.

Tamazight (Berber): Spoken in North Africa

Chad languages: Spoken in the Northwest of Africa
Ancient Egyptian and Coptic

The Cushitic languages: Spoken in the Northeast

The Semitic Family: Includes extinct languages such as Akkadian
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Typologically, MSA is usually classified in the literature as a fusion type of synthetic
language. It exhibits morphological system, Each morpheme generally compiles more
morphological characteristics and it cannot be segmented. Their preferred sentence consist
of a verb, subject, and object and, in modern usage, the subject-verb-object carry the most
weight [17]. Following is the geolinguistic division of the Arab world proposed by Habash
[17] there are seven main groups of colloquial Arabic varieties:

1. Egypt and Sudan

2. Levantine: Lebanon, Syria, Jordan, Palestine

3. Gulf countries: Kuwait, UAE, Bahrain, Qatar, Saudi Arabic, Oman

4. North African (maghrebi): Morocco, Algeria, Tunisia, Mauritania, Libya
5. lraqi Arabic: has elements of both Levantine and Gulf

6. Yemeni Arabic: is often considered in its own class

7. Maltese Arabic.

Owens defines Classical Arabic as “the endpoint of a development within the complex
of varieties of Old Arabic” [18] Classical Arabic was the standardized and written version
of a group of spoken languages used by the Arabian in the pre-lIslamic times. These Arabic

varieties spoken before the rise of Islam [18].

Natural Language Processing (NLP)

Natural Language Processing (NLP) is a field in computing that aims at finding suitable
formal representation of natural language to enable smooth interaction between human and
machine. Most linguistic theories attempting to define how to represent natural language

were effectively represented by means of computational systems [19].

Page | 21



2.2. Review of the current statistical approaches

The analysis of natural language by means of formal operations has influenced the
different paths taken by modern linguistic studies. In the words of Cooper [20], “The view
of natural languages as formal languages was a tremendously productive abstraction which
enabled researcher to apply twentieth century logical techniques to the characterization of

human ability” [20].

The implemented system for the Arabic diacritizer exists in two categories. One of these
categories is implemented as a part of research by an individual group, which presents a good
idea theoretically. However, they attempt to improve the idea from a research perspective, as
it is partially completed, but not necessarily produce a complete system that can deal with

real Arabic text.

We review six approaches that are directly relevant to these researches:

e In Diacritization as a Machine Translation Problem and as a Sequence Labeling
Problem research done by Tim Schlippe, ThuyLinh Nguyen, and Stephan Vogel[21],
they describe and compare the tow technique for automatic diacrization of Arabic
text. It is studied with regard to diacrization as a monotone machine translation as
model, which uses statistical machine translation, while the other uses a sequence
labeling problem and proposes a solution using condition random field. They then use
both sets of data resources to further discuss the diacrization LDCs Arabic tree bank
data along with the data provided by AppTek. In their system, they found that the
experimental result reduced the word error rate by 0.2% and 0.1% in lexical weight

[21].
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In the Hybrid System for Automatic Arabic Diacritization research done by Mohsen
A. A. Rashwan, Mohammad Al-Badrashiny, Mohamed Attia, Sherif M. Abdou, they
introduce a two-layer stochastic system to automatically diacritize raw Arabic text by
first choosing the sequence of full form of Arabic words with the maximum marginal
probability. They then factorize each Arabic word into its possible morphological
constituents, and they use annotated DB to train their system via two packages. The
first is a standard Arabic text corpus collected from numerous domains and the second
is from classical Islamic literature. After completing their experiment, they found an
11.5% morphological error in factorization diacritizer and 9.2% in hybrid
diacrization. With regards to syntactical errors, they found it to be 26.1% for
factorizing diacritizeris and 21% for hybrid diacrization, when the using 128K

training corpus size [22].

In the Arabic Diacritization Using Weighted Finite-State Transducers research done
by Rani Nelken and Stuart M. Shieber, they presented an algorithm for restoring these
symbols using cascade probabilistic finite state transducers on the Arabic tree bank by
integrating a word based language model, a letter-based language model, and
morpholigcal model. Their model was expressed as a finite state model and they use
viterbi decoding, with their basic model consisting of the following transducers
(language model, spelling, diacritic drop and unknowns). They used a random sample
of news articles in their experiment and found that when they use baseline model and
without case, that the word error rate was 15.48% and diacrtization error rate is
17.33%. With the case, the word error rate was 30.39% and diacrtization error rate

was 24.03% [23].
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In the Arabic Diacritization in the Context of Statistical Machine Translation done by
Mona Diab, Mahmoud Ghoneim, Nizar Habash, they investigated the impact of
diacrization on statistical machine translation and their research suggested that the
effect of Statistical Machine Translation performance is positively correlated with the
increase in the number of tokens that are correctly used in their experiment. This

included an Arabic-English parallel news of 5 million words [24].

In the Maximum Entropy Based Restoration of Arabic Diacritics research done by
Imed Zitouni, Je_rey S. Sorensen, Ruhi Sarikaya, they proposed a maximum entropy
approach for restoring diactric in document, and they achieve an error rate of 5.1%, a

segment error rate of 8.5%, and a word error rate of 17.3% [25].

In the Automatic Restoration of Arabic Diacrtics: A Simple, Purely Statistical
Approach research by Mansour Alghamdi, Zeeshan Muzaffar and Hazim Alhakami,
their system uses a statistical method that relies on quad-gram probabilities. Its
accuracy rate was relatively high when compared to previous systems that are based
only on statistics. Their technique used in the present system has two major steps. The
first step was to create a very rich list of frequently used Arabic quad-grams, or
pattern of 4 consecutive diacritized letters. The second step was to use this list in
diacritizing almost any Arabic text. Their findings indicate that their system was less
than 3 MB in the size, with a speed of more than 500 words per second using a 533-

MHz processor [26].
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« In the Statistical Methods for Automatic diacritization of Arabic text research done by
Moustafa Elshafei, Husni Al-Muhtaseb, and Mansour Alghamdi, the researchers use
statistical methods for language modeling. Their approach required a large array of
fully diacrtized text, which they then used to search algorithms and find the best
probable sequence of diacritized words. Their system training was based on a domain

of knowledge [27],

Due to the rising interest rates in Diacritization and in Semitic languages, there has been
an increase in importance of other NLP related tasks and diacritization at large. Based on the
resources that they need, as they are the basic units of analysis, existing methods regarding
their target language can efficiently be classified. Probabilistic systems generate and

conditions can be further divided.

The existing methods can be placed on a continuum quantity as they reflect the resources
needed on the basis of its cost. The use of resources include the morphological analyzer[28]
[29] [30], When these resources are utilized for a particular language, they usually improve
performance. For example, the Habash [28] method Zitouni [2] reduced error rate by up to

30% by using the morphological analyzer [31].
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Table 1: Summary of given published statistical approaches

Paper title Author Approach Data used Result Advantage
Arabic Mona Diab, | Statistical An Arabic- 97%
Diacritization in | Mahmoud machine English parallel
the Context of Ghoneim, translation news wire
Statistical Nizar corpus
Machine Habash Of about 5
Translation(2007) million words
Maximum Imed Statistical Arabic Treebank | 94.5% Model has the
Entropy Based Zitouni, Of diacritized advantage
Restoration of Je rey S. news stories — Of successfully
Arabic Sorensen, (including combining diverse
Diacritics(2006) | Ruhi Case -endings). sources
Sarikaya Of information
ranging from
lexical, segment-
based
Automatic Mansour Statistical 94%
restoration of Alghamdi*
arabic diacritics: | Zeeshan
A simple, purely | Muzaffar
statistical And Hazim
approach(2010) | Alhakami
Statistical Moustafa Using Based on 96.9% The approach
Methods for Elshafeil, statistical domains of requires a large
Automatic Husni Al- methods for knowledge, e. G. corpus of fully
diacritization Mubhtaseb, Language Sports, diacritized text for
Of Arabic and Mansour | modeling Weather, local extracting the
text(2006) Alghamdi news, Language
Use of HMM international monograms,
news, business, bigrams, and
economics, trigrams for words
religion, etc. and letters
Automatic Robbie A. Conditional 94.5%
Diacritization for | Haertel, Markov
Low-Resource Peter Models
Languages Using | mcclanahan, | (CMM)
a Hybrid and Eric K.
Word and Ringger
Consonant CMM
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We can notice that from Table 1 that major of the researcher concentrate on the statistical
approach and use HMM which cost more time and need huge data for training in malty

disciplinary in order to get good result.

Moreover, there are many other systems founded in recently that can perform
Diacritization, A large company to utilize in their applications, as systems in this category are
enhancing the previous category to produce complete systems that can deal with real Arabic
text, has implemented the second system. It was founded as a part of bigger system like text

to speech system

For this category, the Sakhrs, Xeorox and RDI Arabic morphological analyzer are the

best representatives:

1. Sakhrs: An Arabic diacrtizer that is produced by Sakhr Company and used in office
tools. This system has some shortcomings; One of them is the restriction of possible
Arabic words are not registered in the dictionary that the system used because this
dictionary does not list all the used Arabic vocabulary. The second shortcoming is that
the system uses statistical disambiguation, which means that the frequency of single
word in the text corpus does not concentrate on the sequence of the sentences [32].

2. Xerox: An Arabic diacritizer that is produced by Xerox Company. The company
developed this system by a non-native Arabic speaker so this system also has some
shortcomings such as the fact that the developer used statistical approach with a
selected dictionary. Additionally, the developer omitted the morphological entity
completely (i.e. root, prefix, etc.) [33].

3. RDI: RDI stands for “Research & Development International”, and whose official

name is The Engineering Company for Digital Systems Development. It was
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established in 1993 and located in Egypt with a spectrum of products and activities
including the following:

a. Written Human Language Technologies (HLT) and written Arabic HLT;
namely Lexical Analyzer, PoS Tagger, Automatic Diacritizer (Vowelizer),
Semantic Analyzer, Search Engine, and Written Language Resources (LR)

b. Spoken HLT and spoken Arabic HLT; namely Speech Verification for the
interactive self learning of spoken language and the recitation of the Holy
Qur’an (Tajweed), Text-To-Speech (TTS), Text-Concept-To-Speech (TCTS)
which is a novel technology for Very Low Bit Rate speech compression, small
vocabulary Automatic Speech Recognition for voice commanding, and Speech

Language Resources (LR) [34].

The shortcoming of this system is that it is expensive and time consuming to build and

validate.

2.3.  Review of the current morphological analyzers

In this section, we are going to provide a brief description of the most relevant
computational models carried out in the field of Arabic language processing. We will
provide a comparison table at the end of the section.

e Xerox Arabic morphological analyzer (Beesley)

Xerox: Kenneth Beesley developed it beginning in 1996 at the Xerox Research
Centre Europe, which is a finite-state morphological analyzer for Arabic-based

Diacritization on full-vocalized lexicon and rules [33].
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e A Lexeme-Based model (Cavalli-Sforza et al.)
Cavalli-Sforza and Soudi proposed a lexeme-based model for Arabic morphology-
based diacritization. The model is built on fully vocalized words. It is motivated by

practical concerns as root-based models [35].

e Standard Arabic morphological analyzer (Buckwalter)
The Standard Arabic Morphological Analyzer (SAMA), formerly known as
Buckwalter Arabic Morphological Analyzer (BAMA) up to version 3 was created by Tim

Buckwalter in 2002 [36].

e MAGEAD (Habash et al.)
MAGEAD is a morphological analyzer and generator for MSA and the spoken
dialects. It relates a lexeme and a set of linguistic features to a surface word form through a

sequence of transformations [37].

¢ MADA+TOKAN and ALMORGEANA (Habash et. al)

MADA+TOKA is a toolkit which contains different NLP tools for
processing Arabic language. The MADA system performs morphological analysis and
disambiguation, and Diacritization. TOKAN, in turn, performs the tokenizing task. The

package offers a wide range of tasks, which can be used in many applications [28].

e AraComLex (Mohammed Attia)
AraComLex is a large-scale finite-state morphological analyzer toolkit for MSA
developed principally by Mohammed Attia. It is based on the lemma as the basic lexical

entry for the morphological analyzer [38] [39] [40].
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e Khoja stemmer:
Khoja stemmer is rule based stemming, and its heavy stemmer, it work in two phase , start by
removing the longest suffix and the longest prefix and then matches the remaining word with

the verbal and noun patterns, to extract the root

e AlKhalil morpho system:
AlKhalil Morpho System could be considered as the best Arabic morphological system.
Actually, AlKhalil won the first position, among 13 Arabic morphological systems round the
world, at a competition held by The Arab League Educational, Cultural and Scientific
Organization (ALECSO)

e PurePos
PurePos is an open-source HMM-based automatic morphological annotation tool.
It can perform tagging and lemmatization at the same time, it is very fast to train, with the
possibility of easy integration of symbolic rule-based components into the annotation process
that can be used to boost the accuracy of the tool.
The hybrid approach implemented in PurePos is especially beneficial in the case of rich
morphology, highly detailed annotation schemes and if a small amount of training data is

available.

Comparative summary of the various covered technology are tabulated in table 2
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Table 2: Comparison between current morphological Analyzers

Xerox (Cavalli- | SAMA 3.1 Magead Cahill Aracomlex | Khoja AlKhalil PurePos
(Beesley Sforza, (Buckwalter, | (Habash, 2007, (Attia, stemmer morpho 2007
1998b, 2001) | 2000) 2004) 2005; 2010) 2010 2011a; system
2011b)
Technology Two-level Morphe DATR Morphe Morphe automatic
morph. polilex morphological
Programming | Perl, lexc, Lisp Perl Lexc java java
language twolc
Linguistic Root-and- Lexeme- | Concatenative | Root-and- Exeme- rule based Root-and- symbolic rule-
model pattern based stem-based pattern based stemming pattern based
representation) representation
Input lexicons | Prefixes, roots, | Lexeme | Prefixes, Root, pattern, | Root, Lemmas, Root-and- Prefixes, roots
patterns and and suffixes , vocalism, pattern patterns pattern patterns and
suffixes features | stems, affixes and vowel | root-lemma | representation | suffixes
compatibility inflections | lookup
tables database
Grammatical | Overgeneration Large-scale Large-scale Partial 130 heavy Large-scale | heavy
coverage (but removed alteration stemmer stemmer
in a following rules)
step)
Transliteration Buckwalter SAMPA HMM
(2002)
Evaluation Partial Small Compared
evaluation | to SAMA
on a corpus
Availability Propriety Open source | Free for Open
software research source
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2.4.

2.5.

Summary

Review of the current diacrizer systems
1. Mishkal tool: is arbic diacrizer found as desktop or web, The most

important feature of this tool that automatically suggests formation of the
diacrization,

RDI tool: this tool generated in RDI labatory, they used the
morphological diacrization method of ArabMorpho ver4 that depend on
the morphological analysis, and for syntactical diacrrization the use
syntax analyzer by the statistical method that depend on POS tags of the
word.

MADAMIRA tool: its tool immolated in Colombia university, a system
for morphological analysis and disambiguation of Arabic that combines
some of the best aspects of two previously commonly used systems for
Arabic processing, MADA (Habash and Rambow, 2005; Habash et al.,
2009; Habash et al., 2013) and AMIRA (Diab et al., 2007). MADAMIRA
improves upon the two systems with a more streamlined Java
implementation that is more robust, portable, extensible, and is faster than

its ancestors by more than an order of magnitude.

This chapter studied existing morphological and statistical analysis systems for text in four

dimensions, First, systems that implemented as a part of research bu individual group. Second, the

systems that implemented in a large company to produce complete systems such as Sakhrs, Xerox

and RDI Company. Third, examine and description of the most relevant computational models

carried out in the field of Arabic language processing, Forth, it studied the current diacrizer systems

concentrating on methodologies, challenges.

Several morphological analyses for Arabic text exist. Morphological analysis is an important pre-
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prosing step for many text analytics applications. The aim of the morphological analysis is to define

the information of the word. It was found originally in Xerox .
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Chapter 3

3. System architecture and implementation:
3.1. Introduction

In this chapter we will deal with prototype architecture, components such as database,
search engine method in addition to the statistical analysis and morpho analysis component,
the prototype was developed to implement the hyper system theory as statistical and
morphological sub model, this chapter start with overview of the system followed by
statistical sub model as MADAMIRA tool used in the system then morphological sub model

as AlKalil morpho and the addition to this part including functionality of each part.

In the system design and implementation, the important steps are to identify structure and
parameters of the system based on available data. The structure identification itself can be

considered as two types, identification of the input of the the model and input-output relation.

The system consists of three main components:

e Input text (undiacrized text )
e Processing

o Morphological sub model
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o Statistical sub model

e Output (diacrized text)

The input of the system is a undiacrized text that could be provided by user from the
interface. The output is the diacrized text of each word of the input text and some

attribute like suffix, prefix, root, grammar (verb, noun, letter,...).

3.2.  Overview of the Al-Farahidri system

A prototype of Arabic Diacrization system was developing using Visual Basic.NET. Figure 1
show the main blocks of the system, later in this chapter we will discuss each sub model, the
main aim of developing the current system is to investigate the retrieval performance of the

novel hyper method against other methods used in Arabic diacrizatin systems (i.e Mishkal,

RDI, MADIMAR)

/" Undiacrized \ Al-Farahidi “.f’tliacrized textx“.l
', text / (processing) T\ J
“"-\-\._______ - '\-\_\_H_ L _____.z
L T
- '-- ’
— = —;—
DB 2 Statistical sub Morphological DB 1
————— model submedel |

Figure 1: Al-Farahidi Block Diagram

The proposed system develops a hybrid system that combines the statistical machine

translation based diacritizer with another diacritizer that is based on morpho-syntactical

knowledge. Each of these approaches has its own advantages and disadvantages. This

hybrid system will take the advantages of both approaches to increase the accuracy of the
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Arabic diacritizer and to remove large extent ambiguities to enhance the performance of
the diacritizer of Arabic text. Figure 2a and Figure 2b shows the architecture of this hybrid

Avrabic diacritizer system.

The proposed system consists of two sub models. First sub model is the statistical Arabic
diacritizer and the second sub model is the morpho- syntactical Arabic diacritizer.
Statistical Arabic diacritizer analyzes the undiacritized Arabic text as one sentence set and
generates subsets of words from the original sentence to find the highest probability in the
statistical language model and to diacritize these sub sentences. These statistically
diacritized sentences are sent to the morpho-syntactic diacritizer. Statistical language
model also determines the probability of words sequence in the sentence. The proposed
system constructs a general model from translation relations and acquires special rules
automatically. These rules are coarse and statistical probabilistic. Morpho-syntactic
diacritizer will identify the functional morphemes to merge them into meaning-bearing
stems or to remove them from statistical probabilities. Morphemes functions belong to
prefixes and suffixes. This procedure checks the statistically diacritized text by applying

grammatical rules from the morpho-syntactic language model.

Appendix G show system requirements to install in any environment.
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The algorithm that represent Figure 2 program as follow:
Algorithm:
e Start
e Input Undiacrized text
e Processing
o Perform morphological test
o Check available DB 1
o If found produce diacrized text
o Else check statistical test
o If found produce diacrized test
o Else user suggestion
o Update DB 1
e Produce diacrized text
Appendix F give more system flowchart

3.2.1. Statistical Arabic diacritizer sub model

The first sub-model proposed a statistical approach that relies heavily on the training data
are available system. Typically, the use of more data to estimate the model parameters
diacritization better it can bring real possibilities diacritization. Sub-model statistical
language consists of three main steps. The first step is to create a list of commonly used
phrases in Arabic diacritized well. The second step is to create a copy diacritized is to build
a training model. In the third step, you use the list created in Step 1 to diacritize Arabic text.
Also, the secondary language model training process diacritized statistical corpus Arabic
text (books, articles and documents) to manually placed by the experts of the Arabic

language applies [41].
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According to Edmundson there are two broad class of mathematical model in statistical
approach: deterministic and stochastic. Mathematical approach in statistical method is saied
to be deterministic if it does not involve the concept of probability, otherwise it said to be

stochastic [42].

Statistical Natural Language Possessing aim to perform statistical interface for the field of
Natural Language Possessing, statistical interface consist of tacking data with some
unknown probability and making interface. The importance of Statistical approach is to

provide the flexibility required for making the modeling of language more accurate.
Statistical modeling can classified as:

Primitive acoustic features

Quantization

Maximum likelihood and related rules

Class conditional density function

Hidden Markov Model Methodology

Where Primitive acoustic features are used to estimate the speech spectrum on the basis
of its statistical properties. And by means of quantization a typical speech signal can be
represented as a sequence of symbols and can be mapped using statistical decision rules

into a multidimensional acoustic feature space, thus classifying the signal.

Although there is no direct method for computing the probability of a phonetic unit given
its acoustic features, we can use Bayes rule to estimate the probability of a phonetic class

given its features from the likelihood of the features given the class. This method leads to
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the maximum likelihood classifier which assigns an unknown vector to that class whose

probability density function conditioned on the class has the maximum value[40].

A Hidden Markov Model, is a set of states (lexical categories in our case) with directed
edges labeled with transition probabilities that indicate the probability of moving to the
state at the end of the directed edge, given that one is now in the state at the start of the
edge. The states are also labeled with a function which indicates the probabilities of
outputting different symbols if in that state (while in a state, one outputs a single symbol
before moving to the next state). In our case, the symbol output from a state/lexical

category is a word belonging to that lexical category[42].

3.2.2. Morphological sub model:

The second sub model of the proposed system is morpho-syntactical Arabic diacritizer.
This sub model uses a mature functional Arabic morphology analyzer called AlKhalil

Morpho System to develop a computational model of the morph-syntactical analysis.

Morphology is the study of the internal structure of words. It is the, analysis of the
structure of morphemes and other units of meaning in a language. The four morphological
processes is:

e Derivation
e Inflection
e Cliticization

e Compounding

The derivation process produces nous (nous in Arabic includes adverbs, adjectives,

pronouns, proper nouns and many others) and verbs from the roots (first stem of verbs).
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So, the roots, which are verbs consist of three (most cases), four and five letters (rare

roots), are the origin of all the Arabic words.

Inflection: happened by adding some well known affixes (prefixes, suffixes and infixes) in
order to give some attributes to the word. For example, adding the suffix "G" (At) to the

noun will make it give the meaning of feminine plural.

Cliticization is the use of Clitics; where Clitic in morphology: is a word which is written or
pronounced as part of another word [43]. This word is an independent unit at the parsing
phase but sticks to other word just like an affix. When it comes before the other word it is
called proclitics and when it comes after the other word it is called enclitics. For example,
in English the word "ve" in "I've" is enclitics. And the Compounding Some words are
formed from a combination of two words and its actually one word this phenomenon is not

common in Arabic, but still counts.

In the computational morphology there some method used for morphological analysis

which is :

e Root and pattern

e Stem-Based Arabic Lexicon with Grammar
In the root and pattern method it reflect the nature of the Arabic morphology sine all
derivations are done according to (o'JsY) Measures, but the Stem-Based Arabic Lexicon
with Grammar approach based on stem lexical database and entries associated with grammar

and lexis.

There is some application that is known in morphological analysis domain like Khoja
Stemmer and AlKhalil Morpho System, that mention in previous chapter, Appendix E show

AlKhalil Descreption.
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3.3. Al-Farahidi system detail:

Development Process:

We have been followed Software Engineering in the development Al-Farahidi system, we
have used Visual studio platform as tool of programming and development, the tow sub
modeled named morphological and statistical sub model are described in the following sub

section.

Figure 2 and Figure 3 above illustrate a general developing block diagram of our system. It

consist three main stages. These stages can be summarized as follow:

e The first stage is pre-processing the input text for the system. These pre-processing
contain divide the sentence into word.

e The second stage is concerned with main part of the system, these stage start with
morphological sub model and check the form of sentence in database if found the
system apply main opration which include Analyzing, Isolation, Lookup at Closed
Lists, Un-diacritized Pattern Matching and Root Extraction. If the system not found
the form of the sentence or not found any of the word in its database the system start
statistical sub model by calling MADAMIRA with JNbridge component.

e The third stage check the diacritics which passing from morphological sub model
and statistically sub model to perform Assembling Clitics with Matches if found.

Else the system ask the user suggestion.

The Input undiacrized text passed to system from interface, then it forward to the
Morphological sub model, the system convert the text to chunks (words ) and search for

every word and return the root and add the dialects to the original word after search in the
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rule form, if the system not found the word or rule then it passed it to the statistical sub

model and add it to the morphological database.

Al-Farahidi give the option to the user to correct every word that suggest from list that
appear to the user in the interface, and give a power to the user to enter a new word that not
include in the database and his dialects, our constraint in the AADS that we have used in our

database ten grammar rule and the sentence can be any number of word that cover these rule.

3.3.1 Development morphological sub model:

After we test three tools that work as morphological analyzer (Khoja Stemmer, The
Aramorph System (Buckwalter), and AlKhalil Morpho Sys) we decied to use AlKhalil
Morpho Sys because its won the first position, among 13 Arabic morphological systems
round the world, at a competition held by The Arab League Educational, Cultural and
Scientific Organization (ALECSO) and its open source and easier to include and reuse in our

development environment.

Because of the sophistication of the Arabic language, and because this is the first version of
AlKhalil, lots of things could be addressed in the database shortage. However, we will

address some important issues that we could enrich:

e All nouns, of closed classes, and particles are provided as tool words without
classifying them as nouns or particles.

e The database does not contain information about the closed nouns except their
fully diacritized form and their Arabic class name, along with the allowed
proclitics and enclitics

e There are some missing nouns in the list of tool words.

e There are some missing particles at the list of tool words.
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After start working with AlKhalil we found that it’s easer to create Database that reflect the
structure of the data used in AlKhalil with some modification and we decide to add some

field that we want to complete our process, and the final database contain this tables:

e Table: GrammarRules
e Table: Prefixes

e Table: ProperNouns

e Table: Roots

e Table: Suffixes

e Table: WordTemplates

Annex (D) describe database in detail.

In the second step after creating and testing database we have started programming this
block, we found that we need remodification AlKhalil system because AlKhalil build as
morph system not diacrizer the output of the AlKhalil a list of word with some specifications,

every word with all form like Figure 4

gl
OUTPUT Jaal

G Ayl ey Al Dl ol Alle s pdadl Gl Agadiaay  INPUT
Suffix POS Tags Root | Pattern Type Stem | Prefix = VVoweled Word

# Bl Als g b Sheajia | cad (a8 ala ol | caad # &aad

# 5 S8 5 pe SAedjia |l Jad Qala ol | cad # ad

# AV U (A paia S3a 3 jha | ad Jad s ol | cd # CAd

# Al Alla 8 5 yme Sleajia | cuwd Jzd s ol | cd # ad e

# 3055 yome Shed e | ) Jad s aul | cad | # oy ’

# # # # e anl | cd | # b

# ALY Ds Se 6 S2aa jha | caad Jad | Ll jaae | cad # il

# BV Al 86 5 ye Sheajia | cad Jad | lal juaa| cad # ad

Figure 4:the output of the original AlKhalil system(without modification)
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To serve our aim in this research we have decided to recoding AlKhalil to serve our aim

and the final version of the code contain this classes:

e Analyzer

e ForeignWord
e Interpreter

e Morphology
e Tashkeel

e WordInfo

e Prefix

e Suffix

Analyzer class:

Contains basic functions to start the process of analysis and require functions of other

items. Methods knowledge is static,

Analyzer

+Con

+Corrections
+TextToParse
+IgnoreExistingDia critics
+AllWordsInfo
+ArabicWords

+AnalyzeText()
+ProcessWord()
+RecallCorrections()
+CheckOriginaIDiacritics()

Figure 5: Analyzer class
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Morphology class:

Contains morphological analysis of words procedures

Morphology

+ChedkForSpedalWord()
+ChedkForPronoun()
+LookForForignWord()
+LookForTemplate()
+CompareRules()
+ChedkRoot()

Figure 6: Morphology class

WordInfo class:

Represents the result of the analysis of the word, and every word may have more than one

object number of possibilities morphological analysis and contain this field:

WordInfo

+Word

+Meaning
+Interpretations
+Diacritics

+Root

+Prefix

+Suffix
+FullDiacritics
+ConpleteMeaning
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Figure 7: WordInfo class

Prefix class:

represent the prefix for every word and contain these filed:

Prefix

+Meaning
+Text
+Tashkeel

Figure 8: Prefix class

Suffix class:

Represent the suffix for every word and contain this filed:

Suffix

+Meaning
+Text
+ConnectedLetter

Figure 9: Suffix class
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Tashkeel class:

Contain the method to return proper dialects for every word and contain this method:

Tashkeel

+CheckTashkeel()
+IsArabicVowel()
+DiacritizeWord()

Figure 10: Tashkeel class

The processing of morphology analysis sub model consists several steps as illustrated in

figure 10 the step include:

e Analyzing s/l sl

e Isolation =5l & susll J e

e Lookup at Closed Lists

e Un-diacritized Pattern Matching ¢ )sY) 4aUas
e RoOt Extraction sl Gak

e Assembling Clitics with Matches
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Undiacrized
Text

Analyzing

Y

Isolation

A 4
Look Up

Closed
List

A

Pattern
M atching

v

Root
Extraction

v

Assembling
Clitics

| Diacrized Text )

Figure 11: Morphology analysis steps

Analyzing «us)_ Al Gkl

In this phase each compound words are recombined together in one word and the related

morphological attributes are assigned.
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e |solation @ sy (&l edl J &

In this part is implemented using two sets of automates. The first set is for proclitics,
while the second is for enclitics. For that, the first set scans the letters of the word from

right to left, while the second scans the letters from left to right.

e Lookup at closed lists

In this part a search for cliticless word, that is the main POS of the word segments, is

performed. And the related matches are selected and passed to the next processing steps.

e Un-diacritized pattern matching ¢&Js¥) 48aa

In this phase the words are expected to be provided to the system without diacritics, while
just a few words would be fully or semi-diacritized.

e RooOt extraction aill gk

All possible root(s) of each matched pattern is extracted according to rules. Two
processes of verification for the extracted roots are performed. First, the roots which
do not exist in the roots database are neglected.

e Assembling clitics with matches

Clitics (proclitics and enclitics) are assembled with the compatible cliticless

words according to defined rules.

3.3.2Development statitistical sub model:

After we examine several statistical tool that used in Natural language Processing (purepos,
Standford, irstim, nltk-3.0.0, jahmm-0.6.1, MADAMIRA-release-20140825-1.0) and after
contact Colombia University (Dr. Nizar Habbash) we decide to use MADAMIRA tool and
we get a free license from university to use it in AlFrahidi tool, MADAMIRA tool contain

systems, MADA and AMIRA.
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MADA uses a morphological analyzer to produce, for each input word, a list of analyses
specifying every possible morphological interpretation of that word, covering all
morphological features of the word (diacritization, POS, lemma, and 13 in- flectional and
clitic features). MADA then applies a set of models — Support Vector Machines (SVMs) and
N-gram language models — to produce a prediction, per word in- context, for different
morphological features, such as POS, lemma, gender, number or person. A ranking
component scores the analyses produced by the morphological analyzer using a tuned
weighted sum of matches with the predicted features. The top-scoring analysis is chosen as
the predicted interpretation for that word in context; this analysis can then be used to deduce a
proper tokenization for the word.

The AMIRA toolkit includes a tokenizer, a part of speech tagger (POS), and a base phrase
chunker (BPC), also known as a shallow syntactic parser. The technology of AMIRA is based
on supervised learning with no explicit dependence on knowledge of deep morphology;

hence, in contrast to MADA, it relies on surface data to learn generalizations.

Input text enters the Preprocessor, which cleans the text and converts it to the Buckwalter
representation used within MADAMIRA. The text is then passed to the Morphological
Analysis component, which develops a list of all possible analyses for each word. The text
and analyses are then passed to a Feature Modeling component, which applies SVM and
language models to derive predictions for the word’s morphological features. SVMs are
used for closed-class features, while language models predict open- class features such as
lemma and diacritic forms. An Anal- ysis Ranking component then scores each word’s
analy- sis list based on how well each analysis agrees with the model predictions, and then
sorts the analyses based on that score. The top-scoring analysis of each word can then be

passed to the Tokenization component to generate a customized tokenization (or several) for
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the word, according to the schemes requested by the user. Users can request specifically what
information they would like to receive; in addition to tokenization, base phrase chunks and
named entities, the diacritic forms, lemmas, glosses, morphological features, parts-of-
speech, and stems are all directly provided by the chosen analysis.
3.4. Summary

The present chapter showed the process of constructing the alfrahidi system, the chapter
started by giving some introduction about the system focused on its two parts statistically
and morphologically, this was followed by some surveying especially for arabic language
focusing on the challenges and drawbacks of these parts.

The alfrahidi diacrizer is constructed by combining morphological and statically component,
the processing steps in the constructing the alfrahidi involve; first, extracting the input text to
token, then analyzing every token separately to find the root, suffix and prefix, and if the
system didn’t found any token in morphological part the system try to find it in statistical
part. After that the system decide every token by its root by refereeing to the role stored in
his DB and then combine every word with his dialects.

The morphological analyzer was developed to analyze the word and specify its
morphological feature, the morphological analyzer uses the tokenization scheme of Arabic

word that distinguishes between parts of word morphemes (prefix, suffix, root).
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Chapter 4

4, Experimental results

4.1. Introduction

In this experimental research, the implementation of diacritics through automatic tool will
be monitored, and acquisition about Arabic text and motivation (dependent variables) will be

measured. The grammar points in this research are Arabic text and its diacritics

4.2. Experimental setup

In this research we have used several error counting metrics to measure the AADS

performance, the metrics include [38]:

1. The sentence is said to have a “Syntactical error” if the syntactical diacritic
(Case- ending) of the all word in the sentence is wrong.

2. The word is said to have a “Syntactical error” if the syntactical diacritic (Case-
ending) of the word is wrong.

3. The letter is said to have a “Syntactical error” if the syntactical diacritic (Case-

ending) of every letter in the word is wrong.

4. So at any time the sum of the errors is the summation of the morphological errors

and the syntactical errors.

Page | 53



4.3.

A Comparison with the recent related work
Among the other recent attempts on the tough problem of Arabic text diacritization,

these systems will compare with them:

1. Mishkal tool: is arbic diacrizer found as desktop or web , The most

important feature of this tool that automatically suggests formation of the
diacrization,

RDI tool: this tool generated in RDI labatory, they used the
morphological diacrization method of ArabMorpho ver4 that depend on
the morphological analysis, and for syntactical diacrrization the use
syntax analyzer by the statistical method that depend on POS tags of the
word.

MADAMIRA tool: its tool immolated in Colombia University, a system

for morphological analysis and disambiguation of Arabic.

. Al-Farahidi tool: its tool immolated in Alquds University, which is a

hybrid system to automatically diacritize raw Arabic text that is known to

be quite a tough problem.

. Al-Farahidi (alkhalil): its tool immolated in Alquds University, which is a

a system to automatically diacritize raw Arabic text that is depend on
alkhalil system in its database.

Appendix A show screen shot for The systems

In order to allow a fair comparison with the work of mishkal, RDi and MADAMIRA,
we used the same testing sentences; and also we adopt their metric.
o Counting all words, including numbers and punctuation. Each letter (or digit)

o A word is a potential host for a set of diacritics [15].
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o Counting all diacritics on a single letter as a single binary choice. So,
for example, if we correctly predict a “Fatha” but get the vowel wrong, it
counts as a wrong choice [15].

o We approximate non-variant diacritization by removing all diacritics from

the final letter (Ignore Last), while counting that letter in the evaluation [15].

o We give diacritic error rate (DER) which tells us for how many letters we
incorrectly restored its and word error rate (WER), which tells us how many
words had at least one DER and sentence error rate (SER) which tells us how

many words had at least one DER [15].

In our experiment we try to cover ten Arabic grammar rule as mention below in Table 3

Table 3: Arabic grammar rule as mention below

Gllaad daall I3 Al

BEQTEM 1

4 Jprdatdelit pale Jad 2

s palt pa Coatdelit oala Jad 3

pmltaul + ) 4

(u.u‘+(u.n‘+o\5 5

4 Jpmiatdelity me Jei| 6

s oaa aul + a o atdelite jlaa Jad 7

4 Jgriat el Jad 9

B RN s palt ja Goatdelit oala Jad 10
(F)=ile
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And we used 40 sentences to compare between our work and other work and use the same

sentences every time in order to allow a fair comparison with the work.

Table 4 display the sentence that use with the sentence form :

Table 4: Sentence Form

F] JER] ] JER]

slldl (e yhaall I3 21 Jaes 52l 1

Sl 8 Gl e 22 Gl A 2

sl il S 23 Al I a0 el 3

a5 ¥ 58 sl JSs 24 drea 52l o 4

zedl) 22l san, .25 daea sl OIS 5

Gl (A ALy ISl .26 ol Al Gy .6

o) (YY) s 27 Al S A 7

NS A 28 Aaladl 9 s 8

Soadll e ajiy ) stuanll 29 S¢ina deal 9

gadl ) Jleall Caady .30 dish ag 10

) iy 31 JEEPNY 11

3 SIL Caals 32 o) 52l deal i 12

380 ol 33 ENETINRINY 13

cllai axlaf 34 Galall 3 ool caald 14

A0 (any (5 i) oS aclyg aikad A3 s .35 a2 5 el sl 15
Al pling Lo

celandl (& Glay sa g il ) Jalall ks .36 sl 5 alll Bl .16
alie oy of ald

plad Y Lay (3 V5 @380 (g0 S5 Y 37 prladl b o3 S 17

3oall 338 ikl 38 58 a2 akid 18

Alias dapaal) .39 clall 8 el Gy .19

rae G dadll K .40 dalls Luoddl .20
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4.4. Results analysis
This experiment compares the diacritization accuracy of the four architectures. The change

of diacritization accuracy sensed. All these measure are registered in table 5 below.

For each approach, we report the Word Error Rate (WER) (i.e., the percentage of words that
were incorrectly diacritized), along with the Diacritic Error Rate (DER) (i.e., the percentage
of diacritics, including the null diacritic, that were incorrectly predicted) and sentence error

rate and Sentence Error Rate (SER)
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Table 5: The Output of RDI

, MISHKAL, MADAMIRA and Al-Farahidi

Al-Farahidi
(alkhalil)

Al-Farahidi

MADAMIRA

MiSHKAL

RDi

]

Jor

dued 53l

BIVENPEN|

a5 A 3

a5 A 3

BSCINEIYSE

oo A3l e

s U G

.ﬂ}l\ BLPL
o)

FA R A

& Al Caad

Aol

L;g Al Cad

A5l

Al ) Al Caad

Aol J) 50 cas

A Al aad

d 0l

Jaes 32l ()

Jaea 3311 ()

Jdaea 331 ()

BIVENS NIy

Jaea 32l )

diea 5l ¢l

Jrad 53l O

Jrad 53l O

5l o8

Jaed 52l 8

Jen A G

diea sl IS

Gl AN

G oA Al G5

o 5l AN e

s T G5

os 5 Al s 50

Al e
o)

Lol T Z8%

S A Ak
425l

RPN
ol

Aol ) AN ey

ol ) a5l

) Al ey

eyl

JALEN Al (<G

aalal of 5 J<b

sl 3 <G

ke 7-t1)‘,:\

i 7-t1)‘,:\

LRSSV

BTSN 24l

Agiaa mi

Ty b waa

BIPISVES

Jash 25

Josh

(,41_1 ;;.3\

(,41_1 ;;.3\

asls g,’q\

éﬁé&

e;u g;q\

éueﬂ

&30 2aal G i

&30 2aal Gy

2152l aadl) Gyl

o) sl Axal &y

¢ gall

4aalsl 2o (K

4alsl 2o (K

Aals) Lol K

FRETININN

FREIPAINS

aalal) aal Jsi

9&\‘;;3@

@\@;3@

caalal) ‘;Ajeﬂ Caal

Mﬁ”\@@iq_\u

aldll
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http://nlp.ldeo.columbia.edu/madamira/?locale=ar

I‘G/Jj(,;fj /./S

/‘.1/;3(,;31 /.,S

w“””jc__;gj

VeSS }éli(._\id

wz/)jeﬂ‘.—*ad

28 5 pal al

slal 5 A5l a0

s&) 5algll RE

slal 3305l Ll

olAl 9 ).ﬂjl\ éu

Al 5 algll sl

KRN

azhaall 23 (K

azhaall 23 (K

axhaall & 20f K

axdadl) 8 23 (K]

axdadll i 250 S

N XK
arkaal

w-° A a. s PRI
o)ssjdmgbs

w95 G- 8 2.y =
QJAJ.;AMLJ.L@

88 AR akid

‘éé gs,ﬁ x\ ;::/;
Ll

Sl 8 Sl s

sl

dalla el

dalla )

il eaddl
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-~

et o S

A oAl
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After we test all the output we found that:
SER:
At SER =(number of corrected sentence/40) X 100% ..........ccceveveininininnnnn (1)

Table 6 shows the result of the error measure SER for all the systems. These results
are shown graphically in Figure 12, its clear from table and the figure that the Al-
Farahidi diacritizer outperforms the all. While the difference between the Al-
Farahidi diacritization error rates is clearly wide, the difference between the
MADAMIRA and MISHKAL error rates is much closer, and we can notice that the
difrence between Al-Farahidi, Al-Farahidi alkhalil and MADAMIRA

Table 6: SER Resualt

NAME SENTENCE
MADAMIRA 35%
Al-Farahid1 82%
MISHKAL 32.50%
RDI 0%
Al-Farahidi
alkhalil 77%
SER
50% - e
80% |
70%
60%
50% 177 35e I
30% | 7
30% 7
20% 7
10% {7 PR
093 + I 1 I I i’f
MADAMIRA  ALFRAHIDI  MISHEAL RDI Al-Farahidt
alkhalil

Figure 12: SER Column Chart

A graphical representation for the average error SER measure are shown in Figure 12,
the four measures are combined together in the same graph to take a clear look to the
behavior of these measure. A relation can be concluded from the graph which is:
increase the number of diacrized character in the sentence leads to increase SER, as
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an example for this Al-Farahidi system has performed much better than counterpart
tools, because RDi tool not diacrize the end of word, and we can notice that the
difrence between Al-Farahidi, Al-Farahidi alkhalil and MADAMIRA

WER :
WER=((5(#corrected word/HwWord))/40)X100%. .......ccccevereeererereererereeersreeerssessessseesesesesssessanssens (2)

Table 7 shows the result of the error measure WER for all the systems. These result
are shown graphically in Figure 1, its clear from table and the figure that the Al-
Farahidi diacritizer outperforms the all. While the difference between the Al-
Farahidi diacritization error rates is clearly wide, the difference between the
MADAMIRA and MISHKAL error rates is much closer and we can notice that the
success rate for MADAMIRA and MISHKAL are increased because in this case we

don’t concentrate at the end of the word.

Table 7: WER result

NAME WORD
MADAMIRA 62%
Al-Farahidi 92%
MISHKAL 60.40%
RDI 6.40%
Al-Farahidi
alkhalil 88%
WER

100% P 88%

5o et 50.40%

B0% |

a0% 1~

200 6.40%

iz = ,
MADARMIRA ALFRAHIDI  MISHEAL RDI Al-Farshidi
alkhalil

Figure 13: WER Column Chart
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A graphical representation for the average error WER measure are shown in Figure 13, the
four measures are combined together in the same graph to take a clear look to the behavior of
these measure. A relation can be concluded from the graph which is: increase the number of
diacrized dialects in the word leads to increase WER. And we can notice that the difference
between the Al-Farahidi diacritization error rates is clearly wide, the difference between the
MADAMIRA and MISHKAL error rates is much closer, and we can notice that the difrence

between Al-Farahidi, Al-Farahidi alkhalil and MADAMIRA

DER:
DER=((3 (#corrected diacritic/# diacritic))/40)X100%. .....ccececermrerererrreersererenseereerseseesssareesesenens (3)

Table 8 shows the result of the error measure DER for all the systems. These results
are shown graphically in Figure 14, its clear from table and the figure that the Al-
Farahidi diacritizer outperforms the all. While the difference between the Al-
Farahidi diacritization error rates is clearly close, the difference between the
MADAMIRA and MISHKAL error rates is much closer and we can notice that the

success rate for RDI are increased.

Table 8: DER Resault

NAME letter
MADAMIRA 80%
Al-Farahidi 90%
MISHKAL 60.00%
RDI 69.00%
Al-Farahidi
alkhalil

86%
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60% | -

50% 1~
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10% +7 -

096 -+ 1 1 1 1 I"
MADAMIRA ALFRAHIDI  MISHEAL RDI Al-Farahtdi

alkhalil

Figure 14: DER Column Chart

A graphical representation for the average error WER measure are shown in Figure 13, the
four measures are combined together in the same graph to take a clear look to the behavior of
these measure. A relation can be concluded from the graph which is: increase the number of
diacrized dialects in the word leads to increase DER. And we can notice that Al-Farahidi have
the best correction rate at DER and MADAMIRA, Mishkal and RDI tool get correction rate

more than SER and WER.

Figure 12, 13,14 can be summarized by the flowing points:

e In RDI and MADAMIRA the SER and WER are high because may our sentences are
not include in their corpus.
e DER are less than WER and SER in RDI and MADAMIRA because this system not

focus on the end of the word dialect
e Al-Farahidi gives highest percentage of correction in all DER, WER, and SER.
e Al-Farahidi give better result more than Al-Farahidi-Alkhalel and MADAMIRA which

mean that the hybrid method is better than morphological and statistical method
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45. Summary
This chapter discussed the evaluation of the alfrahidi Arabic diacrizer, the first part of the

chapter discussed the development agreed standard for evaluating diacrizer for Arabic text,
the evaluation specifications and procedure and evaluation metrics were reused to generate
standard for evaluating Arabic diacrization.
The developed evaluation standard was constructed to evaluate various diacrization system
for Arabic text and allow comparisons between different diacrizer. The detailed information
is: the input word, its root and dialicts at the level of word, letter and syntance.
The metrics was used to evaluate the systems, the evaluation focused on measuring the predictin
accuracy of 40 sentences, the result AlFrahidi give highest percentage of correction in all DER,
WER, and SER and DER are less than WER and SER in RDI and MADAMIRA because this system

not focus on the end of the word dialect
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Chapter 5

5. Conclusion and future work
5.1.Conclusion

Initially, this study provided a broad theoretical and technical explanation about different
types of Arabic text diacrization, statistical approach and morphological approach with their
particularities. Many advances in information technology during the last two decades have
made Natural Language possessing but with some challenges remaining. With all information
and communication available these days, it is possible to provide tool that can be used in

different activities and experiences for Language manipulation.

We presented in this research four tool to diacrization Arabic text, in the first tool we
examine RDI tool which developed in RDI laboratory and used MORPHO V4 as processor,
the second approach and tool is MADAMIRA tool which developed in Colombia university
laboratory and use statistically approach to diacrize Arabic text, the third tool is Mishkal
which developed to help researcher in this filed and its open source, the last tool which

developed during this research and called Al-Farahidi.

Page | 66



It has got clear after extensive research and experimentation on the problem of Natural
Language Processing in the Arabic language and examines statistical approach verse

morphological approach that:

1. The morphological systems are faster to learn but suffer from out of vocabulary.

2. Morphological systems has low preprocessing need reflect low cost of these
systems; since by using a small corpus size with a small preprocessing, good results

can be obtained.

3. Although the statistical systems need a large training corpus size, but the problem

of the out of vocabulary does not exist.

4. Furthermore, it is suggested to add some syntactical linguistic rules and to add a
semantic layer to increase the accuracy of both morphological and syntactical

diacritizations.

For the problem of Arabic text diacritization; the best strategy to realize usable results is to
marry statistical methods with morphological approach ones. Morphologically methods
working on full-form words are faster to learn but suffer from poor coverage (OOV) which
can be complemented by statistically approach, Moreover The presented hybrid system

shows competent error margins with other systems that to manipulate the same problem.

A state of arts about NLP and language manipulation has been presented in this thesis, the
research approaches about Arabic diacrization systems can mainly divided to two categories:

statistically approach and morphologically approach.

In our literature review of Arabic diacrization systems we have been found that various

analyzier attribute could be considered for the systems such as : Technology ,Programming
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language, Linguistic model , Input lexicons , Grammatical coverage, Transliteration and

Evaluation.

On the whole, this thesis is composed of three parts: introduction and literature review,

system implementation and experimental and result.

Developing the system for Al-Farahidi diacrizer system has been applied firstly using the
available data. Two kinds of sub modules have been developed, morphological sub model
and statistical sub model, one main input on the system which is undiacrized text, and three

outputs (diacreized text, suggestion for every word and grammatical statues).

The adequacy of the developed system has been checked using error rate at the level of
sentence, word and dialects level to measure the agreement between the actual and the output
of the system. While testing this system with referencing to other three diacrized system
which is RDI, Mishkal and MADAMIRA the best correction rate found in Al-Farahidi

system at SER, WER and DER level.

It was noticed that from result tables and the figures that the Al-Farahidi diacritizer
outperforms the all. While the difference between the Al-Farahidi diacritization error rates is
clearly wide, the difference between the MADAMIRA and MISHKAL error rates is much
closer and we can notice that the success rate for MADAMIRA and MISHKAL and RDI are

increased from SER to DER.

Finally, different works in the field of Arabic diacrization using different technique
accomplished by other researchers have been compared with our development prototype,
these works show the ability of the hyper approach to represent the diacrization technique,

and agree with our results that the rule based technique produce the lowest error rate.

Page | 68



5.2.Future work

There is a huge potential for future research to go deeply and deeply, improving and
developing tools in lattice Nature Language Processing. This research at hand indeed
deserves further research. Natural language processing is a revolutionary IT trend that will
change a lot of companies’ IT infrastructure and make the usage of their IT more efficient.
This technology topic can attract many potential companies that want to invest more in this

topic.

From my opinion, we need to take a step forward in develop our tool with new

infrastructure technologies.

Although, we have obtained a preliminary and promising results, but still the following

recommendations may help to further contributions in this area

For the problem of statistically approach sub model we need to increase the size of
the training data and try to use another tool to study the effect of this increase on the

statistical approach sub model.

For the problem of automatic Arabic text diacritization:

We need to increase the number of grammars rule that used in our prototype

e We need to cover irregular grammars rule

e We need to manipulate the diacrize which need to add letter at end of word

e We need to increase the adaptively of the system.

e We need to improve the data used in morphological sub model to cover more and

more
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Appendixes

Appendix A

A screenshot for the online RDI Diacrizer=>»

FE e -=Gocgle =V [ Try RDI's Arabic Dia x (I sl g sl

- C ©n [ www.rdi-eg.comy/stechnologies/Diac.aspx

ArabbDiac®
RDI's Automatic Arabic Phonetic Transcriptor (Diacritizer/Vowelizer)

- This light user test deploys wer. 4 of ArabDiac™ . For trying wer. S5 of this
technology that supports full Syntactic Diacritization with higher accuracy,
kindly contact RDI directly.

- Max. number of input vwerds is 10.

- Max. no. of tries is 20.

Please enter an Arabic paragraph:

8

Diacritized Phrase:

Figure 15: SER A screenshot for the online RDI Diacrizer
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A screenshot for the responses sheet =

VB ai- -=Gocgle =V [ Ty RDI's Arabic Dia x (Il aaslaill o sl

L N [ wwhw.rdi-eg.com/technologies/Diac.aspx

ArabbDiac®
RDI's Automatic Arabic Phonetic Transcriptor (Diacritizer/Vowelizaer)

- This light user test deploys wer. 4 of ArabDiac®™ . For trying wer. 5 of this
technology that supports full Syntactic Diacritization with higher accuracy,
kindly contact RDI directly.

- Max. number of input words is 10.

- Max. no. of tries is 30.

Flease enter an Arabic paragraph:

2
:

8

Diacritized Phrase:

Figure 16: SER A screenshot for the responses sheet

A screenshot for the online MADMIAR Diacrizer=>»

€« C [ nlpldeo.columbia.edu/madamira/?locale=ar# <% =

@ COLUMBIA UNIVERSITY

IN THE CITY OF NEW YORK

(i ]
Arabic Morphology
B “waDAMIRA @

plat o Loy 5lat Y g TSl e ESEY

n”

NI P TSN g -}

References:

Arfath Pasha. Mohamed Al-Badrashiny. Mona Diab, Ahmed El Kholy, Ramy Eskander, Nizar Habash, Manoj Pocleery, Owen Rambow, and Ryan M. Roth
LREC, 2014

Figure 17: A screenshot for the online MADMIAR Diacrizer
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A screenshot for the responses sheet =

€« - C' | [3 nipldeo.columbia.edu/madamira/?locale=ar#

g
1]

&2 COLUMBIA UNIVERSITY

IN THE CITY OF NEW YORK

Li ]
Arabic Morphology
@ B "MADAMIRA @

‘ comamill Ay B alll | » ‘ B lall jad |

alia gl o caals celandl 8 sk gy RN Y (i)l

el s Gl shg ol D) i L

PR U P g Y

MADAMIRA in English i xlasy) sl

References.

MADAMIRA: A Fast, Comprehensive Tool for Morphological Analysis and Disambiguation of Arabic
Arfath Pasha, Mohamed Al-Badrashiny, Mona Diab, Ahmed El Kholy, Ramy Eskander, Nizar Habash, Manoj Pooleery, Owen Rambow, and Ryan M. Roth
LREC. 2014

Figure 18: A screenshot for the responses sheet

A screenshot for the Mishkal Diacrizer=>»

Aichus  Jladl Lige ppi cals

Qasz=B4 4]

wilguire Lai | Ll Bi> 3 san Ja i |

Figure 19: A screenshot for the Mishkal Diacrizer
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A screenshot for the responses sheet =»

faclue  Glgal Laps ppi cals

QAaE&ZB 4 4]

w3esd s [

Figure 20: A screenshot for the Mishkal Diacrizer 2

A screenshot for the Al-Farahidi Diacrizer=»

dslal  pgmi il
all Jgadll Jals [ dls i elball yaill

ol ) 50

dpl,clll dlldl

Figure 21: A screenshot for the Al-Farahidi Diacrizer
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A screenshot for the responses sheet =»

alal i als
all Jusmall Jslai ] alSai welhall jaill

A yaall Al gl aad

Jsnall il

Aol ) Al cal

-dul,clll izl

Figure 22: A screenshot for the Al-Farahidi Diacrizer 2
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Appendix B (Arabic Letter)

Table 9: Arabic Letter

Cat. Characters ASCII Range | Mapping key | New IDs
o= -19 +19 0
320, -29 >-26 +30 1>4
b J -31 +36 5
'IAe:?erI; 38,0 -35 > -33 +41 6->8
come at & -40 > -37 +49 9->12
thestartof | o — L i L . 54>-42 167 13525
the words CZETT DEZ PP
I, -57-> -56 +83 26>27
! -59 +87 28
T -62-> -61 +91 29->30
Arabic ¢ -20 +51 31
letters : 55 +87 32
‘égiﬁ oo » 58 91 33
the start of 3 -60 +94 34
the words . 63 +98 35
-6 +42 36
L -8 +45 37
Diacritics
, -11->-10 +49 38239
25T, -16 >-13 +56 40->43
+ -9 +53 44
- -36 +81 45
_ x -41 +87 46
Arabic ¢ -65 +112 47
signs
¢ -70 +118 48
¢ -95 +144 49
’? -111-> -110 +161 50->51
Numbers 0,1,2,3,45,6,7,89 48-> 57 +4 52->61
Tab, New line 9> 10 +53 62263
Delimiters Enter 13 +51 64
Space 32 +33 65
Arab'c !1"1 #1 $l %1 &l Il (l )l *1 +l I IR ] / 33947 +33 66980
and A ) 58> 64 +23 81->87
English LAVIA 91> 96 -3 88>93
signs L1~ 123 126 -29 94>97
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Appendix C (Arabic diacritics set)

Table 10: Arabic diacritics set

Diacritic’s Diacritic Example on a Pronunciation
type letter
Fatha Iolfal
Short vowel Kasra Iblli/
Damma Ibllu/
Tanween
Fatha /blfan/
Doubled case T
ending anween Iolfin/
Kasra L
(Tanween) T
anween o Iblfun/
Damma
Sukuun No vowel: /b/
Syllabification Consonant
marks Shadda doubling:
- /bllb/
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Appendix D (Database Descriptions)

GrammarRules

Name
expression
result
Priority
Description

Text
Text
Text
Text
Text

roots

id Text
Root Text
Intrans Text
trans1 Text
trans2 Text
Singular Text
Plural Text

Table:

Properties
AlternateBackShade:

AlternateBackTint:
BackTint:

DatasheetGridlinesThemeCol

2:45:46 AM
DefaultView:
FilterOnLoad:

HideNewfField:
NameMap:
OrderByOnLoad:
RecordCount:
TotalsRow:

Columns

Name
expression
result
Priority
Description
Table: Prefixes

Properties

AlternateBackShade:

AlternateBackTint:

GrammarRules

100
100
100

2
False

False

Long binary data
True

18

False

100
100

Prefixes
id Text
Diacritics Text
Meaning Text
class Text

descriptionb Text

ProperNouns

Word Text
Jiacritics Text
Meaning Text

Suffixes Word
id Text d Text
add Text Diacritized Text
Diacritis Text Tashkeel Text
WordLetterText le Text
Meaning Text
class Text
descriptionText

AlternateBackThemeColorInd -1
BackShade:
DatasheetForeThemeColorIn -1

-1

100

DateCreated:

DisplayViewsOnSharePointSit 1
{guid {1F88904C-5A27-4769-
8B31-0F632A12F35E}}
1/6/2012 10:03:53 PM

GUID:

LastUpdated:
OrderByOn:
Orientation:

ThemeFontIndex:

Updatable:

Type
Text
Text
Text
Text

False
Left-to-Right
-1

True

Size

AlternateBackThemeColorInd -1
BackShade:

100

12/7/2011

255
255
255
255
Page: 2
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BackTint: 100
DatasheetFontltalic: False
DatasheetFontUnderline:  False
DatasheetForeColor: 0

DatasheetForeThemeColorIn
DateCreated:

8/15/2010 2:11:19 AM

DisplayViewsOnSharePointSit

GUID: {guid {6800D9E7-09A1-4F35-
91C0-77F52B1CBD64}}

LastUpdated: 12/30/2011 2:42:37 AM
OrderByOn: False
Orientation: Left-to-Right
TabularCharSet: 0
ThemeFontIndex: -1
Updatable: True
Columns

Name

add

Diacritics

Meaning

class

description

Table: Prefixes

Properties
AlternateBackShade:

AlternateBackTint:

BackTint:
DatasheetFontItalic:
DatasheetFontUnderline:
DatasheetForeColor:
DatasheetForeThemeColorIn
DateCreated:

100
100
100
False
False
0

8/15/2010 2:11:19 AM

DisplayViewsOnSharePointSit

GUID:

LastUpdated:
OrderByOn:
Orientation:
TabularCharSet:
ThemeFontIndex:
Updatable:

Columns

Name

add
Diacritics
Meaning
class
description

{guid {6800D9E7-09A1-4F35-
91C0-77F52B1CBD64}}
12/30/2011 2:42:37 AM

False

Left-to-Right

0

-1

True

DatasheetFontHeight:
DatasheetFontName:

DatasheetFontWeight:
DatasheetForeColor12:

-1
DefaultView:

1
HideNewField:

NameMap:
OrderByOnLoad:
RecordCount:
TabularFamily:
TotalsRow:

Type
Text
Text
Text
Text
Text

14

Calibri

Normal

0
DatasheetGridlinesThemeCol
2

FilterOnLoad: False
False
Long binary data
True
117
34
False
Size
12
11
12
50
255

AlternateBackThemeColorInd -1

BackShade:

DatasheetFontHeight:

DatasheetFontName:

DatasheetFontWeight:
DatasheetForeColori2:

-1
DefaultView:

1
HideNewField:

NameMap:
OrderByOnLoad:
RecordCount:
TabularFamily:
TotalsRow:

Type
Text
Text
Text
Text
Text

100

14

Calibri

Normal

0
DatasheetGridlinesThemeCol
2

FilterOnLoad: False
False
Long binary data
True
117
34
False
Size
12
11
12
50
255
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Table: ProperNouns

Properties
AlternateBackShade: 100 AlternateBackThemeColorInd -1
AlternateBackTint: 100 BackShade: 100
BackTint: 100 DatasheetForeThemeColorIn -1
DatasheetGridlinesThemeCol -1 DateCreated: 12/25/2011
12:06:42 AM
DefaultView: 2 DisplayViewsOnSharePointSit 1
FilterOnLoad: False GUID: {quid {7708A113-F653-46BD-
9795-DE2CD6C56277}}
HideNewField: False LastUpdated: 12/25/2011 9:13:12 PM
NameMap: Long binary data OrderByOn: False
OrderByOnLoad: True Orientation: Left-to-Right
RecordCount: 36 ThemeFontIndex: -1
TotalsRow: False Updatable: True
Columns
Name Type Size
Word Text 50
Diacritics Text 50
Meaning Text 50
Table Indexes
Name Number of Fields
Word 1
Fields:
Word Ascending
Table: roots
Properties
AlternateBackShade: 100 AlternateBackThemeColorInd -1
AlternateBackTint: 100 BackShade: 100
BackTint: 100 DatasheetFontHeight: 16
DatasheetFontItalic: False DatasheetFontName: Arial
DatasheetFontUnderline:  False DatasheetFontWeight: Normal
DatasheetForeColor: 0 DatasheetForeColor12: 0
DatasheetForeThemeColorIn -1 DatasheetGridlinesThemeCol -1
DateCreated: 7/24/2010 6:57:07 PM DefaultView: 2
DisplayViewsOnSharePointSit 1 FilterOnLoad: False
GUID: {guid {13A7F0F4-B932-4BB3- HideNewField: False
94BD-04DCFOEQOC3CA}}
LastUpdated: 1/2/2012 8:48:58 PM NameMap: Long binary data
OrderByOn: False OrderByOnLoad: True
Orientation: Left-to-Right RecordCount: 3440
TabularCharSet: 0 TabularFamily: 34
ThemeFontIndex: -1 TotalsRow: False
Updatable: True
Columns
Name Type Size
Root Text 255
Intrans Text 255
transl Text 255
trans2 Text 255
Singular Text 255
Plural Text 255
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Table Indexes

Name
PrimaryKey
Fields:
Root
Root
Fields:
Root

Table: Suffixes

Properties
AlternateBackShade:
AlternateBackTint:

BackTint:
DatasheetFontItalic:
DatasheetFontUnderline:
DatasheetForeColor:
DatasheetForeThemeColorIn
DateCreated:

Number of Fields

1

Ascending

1

Ascending

100
100
100
False
False
0

12/19/2011 2:17:52 PM

DisplayViewsOnSharePointSit

GUID:

LastUpdated:
OrderBy:
OrderByOnLoad:
RecordCount:
TabularFamily:
TotalsRow:

Columns

Name

add
Diacritics
WordLetter
Meaning
class
description

{guid {2B710233-8353-400E-
BCA1-62EC1463AD7A}}
1/6/2012 10:01:40 PM
[Suffixes].[add]

True

Table: WordTemplates

Properties
AlternateBackShade:

AlternateBackTint:
BackTint:
DatasheetFontItalic:
DatasheetFontUnderline:
DatasheetForeColor:

100
100
100
False
False
0

DatasheetForeThemeColorIn

Vertical

DatasheetGridlinesThemeCol

2:53:17 PM
DefaultView:
FilterOnLoad:

HideNewField:
NameMap:

OrderByOn:
Orientation:
RowHeight:

2
False

False
Long binary data

True
Left-to-Right
510

AlternateBackThemeColorInd -1

BackShade: 100
DatasheetFontHeight: 14
DatasheetFontName: Calibri
DatasheetFontWeight: Normal
DatasheetForeColor12: 0
-1 DatasheetGridlinesThemeCol -1
DefaultView: 2
1 FilterOnLoad: False
HideNewField: False
NameMap: Long binary data
OrderByOn: True
Orientation: Left-to-Right
TabularCharSet: 0
ThemeFontIndex: -1
Updatable: True
Type Size
Text 12
Text 12
Text 1
Text 12
Text 100
Text 255
AlternateBackThemeColorInd -1
BackShade: 100
DatasheetFontHeight: 16
DatasheetFontName: Arial Narrow
DatasheetFontWeight: Normal
DatasheetForeColor12: 0
-1 DatasheetGridlinesBehavior:
-1 DateCreated: 7/23/2010

DisplayViewsOnSharePointSit 1

GUID: {guid {AB0OEAAA-75A0-4036-
93F2-6225ADD1B97D}}

LastUpdated: 1/29/2012 1:34:08 PM

OrderBy: [WordTemplates].[Diacritized],
[WordTemplates].[Rule]

OrderByOnLoad: True

RecordCount: 420

TabularCharSet: 0
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TabularFamily: 34 ThemeFontIndex: -1

TotalsRow: False Updatable: True

Columns
Name Type Size
Diacritized Text 12
Tashkeel Text 12
Template Text 12
Mask Text 50
Class Text 10
O Text 3
I3 Text 3
J Text 3
Rule Text 255

Table Indexes

Name Number of Fields
Mask 1

Fields:

Template Ascending
Mask1 1

Fields:

Mask Ascending
WordTemplatestemplate 1

Fields:

Diacritized Ascending

Appendix E (Al-Khalil Database Descriptions)

1- db/prefixes.xml
This file contains a list of precedents used in the program where it was attached to each

former with the following information:
(unvoweledform ) Juall cildle (s Giladl =
(voweledform) Y&ia Galull—
(desc) capasill—
a—) sl classe :(Where were these precedents be classified into three categories:

e Class N and we mean precedents that do not fall only on the names
slandl e V) J2s Y ) Glsadl 4y eis N Canall o
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Class V and symbolizes the precedents that specially for verbs
JadVL Laldl) Gleall ey Vo Canall o
e Class C and symbolizes the common history between nouns and verbs

Jad s e laadl) o 4508 Balgnd]l 3ays C Canall @

As each of those items are divided into the following subsections:

Lebag iy Cayyaill J) anadl) 138 aazmys :N1

Leilayyfig Cappatll J) + aledin¥) 838 aay :N2 0

lgilagyitg Caypail) J) +a85l Y amy :N3 o

lalepdis Jall Cigya amy :N4- o

Leilagydis dejliaal) (pw amy VD 0

LB,\LHJ\ g_ﬂ:u: ‘;u:\ L“gﬂ\ ¢ 9 c\él\; )\)]\ H :Cl o

leilayydiy ale€in) 83ap aay :C2 0

(allidb/suffixs.xml:

This file contains a list of suffixes used in the program and as is the case for the record, is

attached to each of the subsequent three Information

(voweledform) Ys<iw @bl — i

(unvoweledform ) J<all ciladle (50 G @

(desc) capasill—

:Where were classified into three categories suffixes :(classe) —all -2
sl e V) Jas Y ) Gallll 4 i N canall @

JadYL alall Balll ey Vo canall @
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Iy e Laad) 48 55a) Galsll jays C canall @
Al de ) aLudY) ) CGalua) o3 (e Cia JS apdl 5

G le w3 7wy :Cl O

Qllad) ) i) dasad) ilacall sy :C2 O

sl ) satadll Aasd) jileall am :C3 O

dall el aays NI ©

A b Al 5 A :VD O

Slaall (e g Gaby b L+ LB g5y V2 O
C3 5C2 ) (3o alsll (a2l il mims V3 O

Sleall e L Gab Lo Hiclaall gl s :V4 O

db/specialwords/toolwords.xml KAPE NI 1

2 e sleally 3l JS ca )l o
(unvoweledform ) J€iall cildle (y5a 8laY) =
(voweledform) il slaY1~ o
(type) e =
prefixeclass lgle Jasi (i) gl aludl —o
suffixeclass lele Jasi i) 3alsll oLl —
db/specialwords/propernouns.xml Ss¥) ¢laud —
: ) JE 8 LS Sl ildlas g 5 Wle Laad 2040 e Gl 138 sgiass

<propernoun unvoweledform="ass." voweledform="xak'/>

s .2

Has been placed in folders db / nouns / patterns your weights names and db / verbs |/
patterns weights private acts. And each comprising two volumes, the first containing the

weights is Almhkolh db / nouns / patterns / Unvoweled) for the names and db / verbs /
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patterns / Unvoweled for acts (and the second to the formations of these weights db / nouns /

) patterns / Voweled) for the names and db / verbs / patterns / Voweled for acts

db/verbs/patterns/Unvoweled y db/nouns/patterns/Unvoweled ig<iall & ol ¥

These two volumes contain XML files containing the formula weights of nouns and verbs is
Almhkolh. Has been divided these weights according to their length, for example includes
UnvoweledNominalPatterns2.xml nominal weights Almhkolh is composed of two characters
View while featuring UnvoweledVerbalPatterns7.xml actual weights Almhkolh is composed of

.seven letters file
A ilasladlly (335 IS 38
(D5 ASd (hy 58 ad D) eleudl )6l 3ajig :value o
Dl padlaiul e oS Lae sl il el Alal) Cag all adsal Jayis irules e

sl 1) ACaall KN e tids e

db/verbs/patterns/Voweled 5 db/nouns/patterns/Voweled lg<iall (fj ¥

These two volumes contain XML files containing the formula weights of nouns and verbs

Almhkolh. As is the case with its counterpart is Almhkolh has been split weights according to

their length, for example includes VoweledNominalPatterns3.xml nominal weights Almhkolh

consisting of three characters View while featuring VoweledVerbalPatterns4.xml actual weights

Almhkolh consisting of four characters file.

Attached to each different weight depending on the type of information the floor where we

encodes this information as shown in Tables 1 and 2 assigned to the interpretation of these

symbols for the name and act in order.

For the names were attached weights with the following information

Gldanall 20 @ 8 Johall (ol udoal) 85l 43 Seig:id @

JSl) ladlay Jaguadl eled) sl Jiyg :diac e
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Been used in the development of the program roots attached Bergamha serial in two files: the
first file db / Allroots].txt contains extended base of the roots of 7502 root contains the second
file db / Allroots2.txt the brief database contains 2,900 root. Has also been attached to these

roots weights derivatives have been placed in the following four folders:

*Vols db / nouns / roots] and db / verbs / roots] Covenants extended to al-Qaeda and the

actual nominal roots, which includes. We point out that the roots of these two volumes.

*Vols db / nouns / roots2 and db / verbs / roots2 Covenants shortcut par for the roots of al

Qaeda and the actual common use, which includes the 2900 root.

These folders contain files dedicated each one of the roots of that share in the first letter XML

format. Has been attached to the root of all the following information:
Dl jasig:val e

Dl s el A Sl o) apead dduldl) A6 aays svect @
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Appendix F (System Flowchart)
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Figure 23: A flowchart for the analyzer
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Figure 24: A flowchart for main class

Figure 25: A flowchart for morphological
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Figure 26: A flowchart for morphological
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Appendix G (System Requerment)
Basic Requirements

Like all programming languages, VB.NET is nothing more than text that you type into a text
editor. Computers convert that text into instructions that they can execute. Therefore, the only
system requirement for doing that is a computer that can open Notepad. However, if you
want a computer to convert your text into an application, it will need a copy of Microsoft's
.NET Framework. Since Microsoft has been upgrading that Framework for years, different

versions exist and many people have various versions installed on their computers.

.NET Framework Requirements

The latest .NET Framework version was 4.5 as of January 2013. This framework gives you
the ability to create more powerful VB.NET applications than those you might build using
older versions. Your computer needs a processor that runs at a speed of at least 1 GHz and it
should have at least 512 MB of free RAM. The .NET 4.5 framework runs on all 32-bit and
64-bit operating systems later than Windows XP. You can download this framework from

Microsoft's Microsoft NET Framework 4.5 Web page (see Resources).

Microsoft Visual Studio Requirements

While you could use Notepad to create VB.NET apps, you'll have a much easier time using
an Integrated Development Environment such as Visual Studio. This application integrates
seamlessly with the .NET framework and has a toolbox containing controls you drag and
drop onto forms. Visual Studio also makes it easier to debug your code, compile it into an
application and distribute that application. To run Visual Studio 2012, your computer needs a
1.6 GHz processor or faster and 1GB of RAM. If you plan to run it on a virtual machine,
you'll need 1.5GB of RAM. Your computer should also have a 5400-RPM hard drive and 10

GB (NTSF) of free hard drive space. In addition, the computer needs a video card capable of
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running DirectX 9 at screen resolutions of 1024 by 768 or higher. Visual Studio 2012 works

on 32-bit and 64-bit Windows operating systems newer than Vista.

Deployment Considerations

When you deploy a Visual Basic.NET Web application, any Web surfer can view it using any
browser. Desktop applications are different because they will not run on computers that do
not have the .NET framework installed. Because you have the ability to target different
versions of the .NET framework when you build your desktop application, your users must
have the corresponding framework version installed too. For instance, if you create a desktop
app that targets the .NET 3.0 Framework, people must have that framework version or higher
to run the app. When advertising your application, include a message that tells people the

version of the framework they'll need to make your app work.
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