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Abstract

Sign language continue to be the best method to communicate between the deaf and
hearing impaired. Hand gestures enable communication between deaf people during
their daily lives rather than speaking. In our society, Arabic Sign Language (ArSL) is
only known for deaf people and specialist, which makes the community of deaf
people narrow. Recognizing and documentation of ASL have only been paid attention
recently. This thesis proposes a real time gesture recognition system for Arabic sign
language based on Restricted Boltzman Machines (RBMs) following by the use of
tiny images. RBMs have the ability to code images as structures of limited features
taken from a large alphabet. This process continue to repeat itself in a deep
networking to get an efficient sparse representation of the initial data in the feature
space. A complex problem of recognition in the input space is thus transformed into
an easier one in the feature space. In this thesis, we show that ASL can thus be
achieved using tiny images instead of conventional Bag-of-Words (BoWs) methods.
After appropriate coding, a simple classifier in the feature space suffices to compute

the probability of a particular character according to the input image.
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1. Chapter 1

Introduction

1.1. Introduction

The most natural way that human being used to communicate with each other is by
using voice, gestures, and human-machine interfaces. However, the last method is still
very primitive and force to adapt the machine requirements. Instead of using voice,
hand gestures enable communication between deaf people during their daily live.
However, Arabic Sign Language (ArSL) or gesture recognition is known only for
deaf people and specialists in our society, thus the community of deaf people is very
limited and narrow. Recently, sign language recognition systems for American,
British, Indian, Chinese, Turkish, and many international sign languages have
received much attention compared to the Arabic sign language. Therefore, developing
an Arabic sign language recognition system (ArSLR) is needed. A review of recent

developments in sign language recognition can be found in [1][2][3].

As shown in figure 1, ArSLR can be performed through two main phases: detection
and classification. In the detection phase, each captured image is pre-processed,
improved, and then the Regions of Interest (ROI) is identified using a segmentation
algorithm. The output of the segmentation process can thus be used to perform the
classification process. Indeed, accuracy and speed of detection play an important role
in obtaining accurate and fast recognition process. In the recognition phase, a set of
features are extracted from each segmented hand sign and then used to perform the
recognition process. These features can therefore be used as a reference to understand
the differences among the different classes. As mentioned earlier, ArSLR systems
have only been paid attention recently, where few attempts have investigated and
addressed this problem, see for example [4]-[6]. Therefore, the question of ArSL
recognition is still an open question and need to be investigated using new and

different machine learning methods. This thesis proposes a new Arabic sign



recognition system based on new machine learning methods and a direct use of tiny

images.

Features extraction &
image coding

image acquisition

4 B,

Enhanced Images

Gesture recognition

Image pre-
processing

Figure 1—1 : Sign language recognition stages

In this introduction, we start by identifying the research problem statement and the
substantial motivations to propose a new approach to ArSLR problem. We then
describe the main objectives, advantages, and contributions to develop this work. We

end this chapter by presenting an outline of the remaining chapters of this thesis.

1.2. Problem definition and overview

Deaf people use sign language to communicate with each other, but they cannot
communicate with normal people because they cannot read sign language, which
makes the community of deaf people very narrow. Statistics show that over 3% of the
palestinian populations are hearing impaired [1]. In particular, according to the
Palestinian Central Bureau of Statistics, 19% of the disabled Palestinian people are
deaf and mute [7]. Indeed, helping those people is very important and thus developing
systems capable of translating sign languages into text or spoken language is highly
needed. Developing such systems will definitely participate in facilitating the
communication between the hearing impaired and the normal people. Many
approaches have been proposed to achieve sign language recognition; however, few



