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Abstract 
 

In this study, an AES system has been developed. The idea behind our proposed AES is to 
grade the essays by identifying the main keywords in the essays and its synonyms that 
determined by the teacher, and processing these keywords using the modeling approach-
based techniques including Fuzzy Logic, Clustering, and Nuero-Fuzzy. Three models have 
been developed; the first model is Multiple Input Single Output (MISO) Mamdani Model; 
the second model is MISO Sugeno with back propagation optimization technique and the 
last one is Sugeno subtractive clustering with hybrid optimization technique. These 
developed AES models are capable to identify up to 15 keywords, each of which has up to 
4 synonyms. A 100-word history essay has been used to test the developed AES. A 1080-
datasets have been generated using an automatic answers generator depending on 13 
questions. Using the cross-validation method, the data has been splitted into 718 samples 
for training and 362 samples for testing. To check the adequacy of the models, we have 
used the correlation coefficient to measure the agreement between the theoretical (actual) 
and predicted marks. Two error measures have also been used to check the accuracy 
including; Mean Absolute Percentage Error (MAPE) and Root Mean Square Error 
(RMSE).  
 
Different scoring dimensions (content, structure, syntax, etc.) commonly used in 
developing AES systems. In our developed models, we adopted content dimension in 
scoring the written essay. One of the notable gaps in AES based on content dimension is 
ignoring the negation’s issue in the sentences and the order of the words in the sentence. In 
our models we have succeeded to address the problem of negation issue and to identify the 
necessary procedures to solve the problem of words order in the sentence by suggesting the 
development of language parser. The obtained results for the answers to some questions 
containing negation are promising and show high agreement between actual and predicted 
marks. 

The obtained correlation coefficient between the theoretical (actual) and the predicted 
marks for the first model(Multiple Input Single Output (MISO) Mamdani Model) ranges 
between 0.887 and 0.9969 with an average value of 0.9863 for training and 0.9599 for the 
testing data. The MAPE values range between 0.017 and 0.1619 with an average value of 
0.0854 for the training and 0.1189 for the testing data. The RMSE values range between 
0.0378 and 0.2947 with an average value of 0.087 for training and 0.2073 for testing data.  
 

The correlation coefficient obtained between the theoretical and predicted marks in the 
second model (MISO Sugeno with back propagation optimization technique) ranges 
between 0.9347 and 0.9966 with an average correlation of 0.9906 for training and 0.9675 
for the testing data. The MAPE value ranges between 0.015 and 0.399 with an average 
value of 0.1039 for the training and 0.1071 for the testing data. The RMSE ranges between 
0.043 and 0.3775 with an average value of 0.0809 for training and 0.2069 for testing data.  

The third model is subtractive clustering Sugeno. The obtained correlation coefficient 
between the theoretical and predicted marks ranges between 0.9121 and 0.9977 with an 
average correlation of 0.9948 for training and 0.9712 for the testing data. The MAPE value 
ranges between 0.015 and 0.1516 with an average value of 0.0399 for the training and 
0.1024 for the testing data. The RMSE ranges between 0.0328 and 0.2763 with an average 
value of 0.0526 for training and 0.1837 for testing. It is noted that the results obtained with 
subtractive clustering model are the best results since the correlation between predicted and 
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actual marks are the highest even though the number of Membership Function(MF) are 
fixed( seven MF for each input), the type of MF are triangular one and the number of rules 
is less than other two models. However, other researchers have obtained correlation 
between actual and predicted marks ranges between 0.87 (i.e. Project Essay Grader PEG) 
to 0.98 (i.e. Modeling Techniques Applied to Short Essay Auto-grading Problem), 
although the sample essays under testing and other factor ( modeling techniques used, 
number of samples, scoring dimension used)are not similar. The results show that we can 
adopt these models for AES purposes with high correlation between actual and predicted 
marks when we tested it using the online system. Thus, we may conclude that the 
preliminary and promising results demonstrate the suitability, adequacy and competitive of 
using the modeling techniques to solve the automated essay scoring problem.  
 
Further more, a powerful online-supported graphical user interface system( Fuzzy 
Automatic Essay Scoring System (FAESS)) have been developed to allow the user to feed 
the system with keywords and synonyms to score the essays in a more usable and flexible 
way. The interface is simple to use and has the ability to score the essays in normal mode 
and fuzzy based scoring mode. Stand alone application was built to make the system easy 
and simple to use for testing by different teachers. We have examined the stand alone 
application using the unseen data obtained from the local universities and the results are 
promising. 
 
For further investigation, we have established a contact with other local universities (Al-
Quds Open University (QOU) and Palestine Polytechnic University (PPU)) to support us 
with data. From QOU we obtained a sample of data (18 samples) related to one essay-type 
question in subjects other than history such as English literature. When this data was tested 
using FAESS and subject to the developed models (MISO Grid partition Sugeno), the 
calculated correlation coefficient value between theoretical and predicted marks in QOU 
data was 0.9954, the value for MAPE is 0.1292 and the value of RMSE equal to 0.348. We 
have been also in contact with PPU. From PPU we obtained answers for two questions 
related to information technology with 11 sample of answers for the first question and 23 
samples for the second one. The obtained correlation value between actual and predicted 
marks for the first sample was 0.9755. whereas the  a correlation value for the second 
sample equal to  0.9745 with error measures  MAPE equal to 0.0696 and RMSE equal to 
0.266. The obtained results from unseen data from local universities support us with 
promising results since we had a high correlation coefficient between actual and predicted 
marks and small values in the error measures (MAPE and RMSE). We may notice that the 
differences between the actual (human) score and the predicted one range between 0% and 
8.3%. That is in marks, it ranges between 0 to 2.5 marks out of the total 30 marks. 
Although, the number of these samples are not so large (23, 11, and 18), we may conclude 
that this approach is adequate and suitable to address and solve the AES problem. 
 
Further investigation is still required with more samples of data (essays) and of different 
types of field other than historical questions. Further investigation required also to identify 
and to implement the required procedures to solve the problem of words order in the 
sentence using language parser. 
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Chapter One 

________________________________________________________________ 

 Introduction 
 

1.1 Introduction 
 
Essays scoring fall into two categories: short answers and open ended essays answers. 
Short answer essays compromised of few words to few lines mainly related to specific 
topic and mainly evaluated for their content dimension. For example define questions. 
Open ended answers essays constitute of several lines or paragraphs and several writing 
dimensions (i.e. content, style, vocabulary, rhetorical structure and syntax /grammar) must 
be combined to produce an effective scoring. Educational institutions have strong interest 
in the development of scoring methods and constantly exploring new techniques to 
effectively score essays (Oriqat, 2007). 
 
Automated Essay Scoring (AES) has been a topic of research for over four decades. A 
limitation of all past work is that the essays have to be in computer readable form (Srihari, 
et al, 2007). Automated scoring of exams consisting of written text would be doubtless of 
advantage to teachers. However, recent advances in computer techniques have opened up 
the possibility of being able to automate the scoring of free text responses typed into a 
computer without having to create systems that fully understand the answers (Pulman and 
Sukkarieh, 2005). 
 
 When large numbers of answers are submitted to be scored, teachers find themselves 
bogged down in their attempt to provide consistent evaluations and high quality feedback 
to students within as short a timeframe as is reasonable, usually a matter of days rather 
than weeks. Educational administrators are also concerned with quality and timely 
feedback, but in addition must manage the cost of doing this work. Clearly an automated 
system would be a highly desirable addition to the educational tool-kit, particularly if it can 
provide less costly and more effective outcome (Palmer, et al, 2002).  
 
A number of studies have been conducted to assess the accuracy (measurement of the 
degree of agreement between actual marks and predicted marks) of the AES systems with 
respect to writing assessment. The results of several AES studies reported high agreement 
rates between AES systems and human raters. AES systems have been criticized for 
lacking human interaction, and their need for a large corpus of sample text to train the 
system. Despite its weaknesses, AES continues attracting the attention of public schools, 
universities, testing companies, researchers and educators (Dikli, 2006). 
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