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ABSTRACT

Spectrum sensing is a main function in cognitive radio networks to detect the spectrum holes or unused spectrum. Cooperative spectrum sensing schemes are recently suggested and they provide fast and accurate results. In this paper, we suggested a new adaptive and cooperative spectrum sensing technique based on the affine projection algorithm (APA). In this method, each secondary user (SU) takes a binary decision by its local sensing of the spectrum using energy detector. Local decisions are then forward to the fusion center (FC), where definitive decision is taken on the status of the spectrum using adaptive filters. In our suggested technique, APA updates the weights of the adaptive filter by using the current and the \( L - 1 \) delayed input signal vectors. Simulation results indicate that the suggested approach provides faster convergence speed and less steady state mean square error than the existing methods that are based on the normalized least mean square (NLMS) or the so-called kernel least mean square (KLMS) algorithm.
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1. INTRODUCTION

The growing of need to the wireless applications has caused lots of restrictions on the utilization of radio frequency spectrum, especially it is finite and expensive natural resource. So, the spectrum crowding is now becoming a grave issue [1]. A report by the Federal communications commission (FCC) showed significantly unbalanced usage of spectrum [2]. Indeed, some frequency bands are largely unoccupied most of the time; some other frequency bands are only partially occupied; the remaining frequency bands are heavily used. To enhance the efficiency of the available spectrum, cognitive radio (CR) has been proposed as a novel mode of wireless communication where a transceiver can smartly reveal which communication channels are utilized and which are not, and immediately leave into unoccupied channels while avoiding busy ones [3][4][5]. Spectrum sensing in cognitive radio (CR) is a basic requirement to protect the primary user (PU) from band interference [6][7]. Spectrum sensing methods can be traditionally categorized in three types: energy detection, matched filter detection and cyclostationary feature detection [8][9]. Matched filter detection, as an ideal way for signal detection, don’t need much time to sense the spectrum but it demands a priori knowledge of the properties of the primary user (PU) signal. On the other hand, cyclostationary detection is complicated and needs to know the periodic frequencies of the primary signals, which is not an easy task for many applications. Based on previous studies, energy detection scheme is widely used in CR networks to detect the primary user (PU) signal without any prior knowledge. Energy detector is characterized by low computational complexity and implementation [10]. Spectrum sensing is usually affected by shadwing and time-varying fading in wireless channel. Indeed, remote sensing performance may be affected and the hidden terminal problem. To overcome this effect and to improve the sensing efficiency, cooperative spectrum sensing has been suggested.

In a cooperative spectrum sensing method, each secondary user (SU) executes local energy detection individually and transfers the decision results to the fusion center (FC) for more processing. The final decision on the presence or absence of the PU is then taken at the FC based on collected results from different cognitive radio users [11].
In the literature of cooperative spectrum sensing, the performance of the energy detection is usually verified by using fusion center schemes. There are three classic fusion strategies for decision fusion at the FC. Particularly, the OR rule, the AND rule and the Majority rule that can be within the $k$-out-of-$n$ rule [12][13]. However, it appears that the combination of rigid local decisions from cognitive stations is not optimum while the sensors are localized under various environmental circumstances. For this reason, a trust level can be set for each secondary user regarding the date of its decision and will be involved into consideration in the data fusion stage. This modern parameter must mirror fluctuating operating conditions, efficiency and reliability of SU detection.

Therefore, specific weights per the SU decision must be defined. To estimate these weights, a cooperative spectrum sensing method based on the normalized least mean square (NLMS) algorithm and recursive least square (RLS) algorithm was proposed in [14]. These adaptive algorithms are shown to improve the detection performance over the conventional decision fusion techniques (OR, AND, majority rules). The RLS algorithm is shown to provide the best performance in-terms of the convergence speed and the steady state least mean square error at the price of increased computational complexity as compared with the NLMS. In [15], the authors proposed a cooperative spectrum sensing technique based on the so-called kernel least mean square (KLMS). It is shown that the KLMS can increase the accuracy of decisions over the LMS, but inferior performance when compared with the RLS.

In this paper, a novel adaptive and cooperative spectrum sensing methods is suggested based on the affine projection algorithm (APA). APA can be considered as a generalization of the NLMS. In fact, while the NLMS update the adaptive weights by using the existing vector, APA updates the adaptive weights by using the existing and the $L$-delayed input signal vectors.

This paper is organized as follows. In section II, the decision fusion model is presented. In section III, the adaptive algorithms to estimate the SUs confidence level are introduced. The simulation results are presented in section IV. Conclusion remarks are drawn in section V.

2. DECISION FUSION MODEL

Spectrum sensing is a key element in cognitive radio networks that allows the SU to detect the unused spectrum belonging to the primary system. The SU can then significantly utilize the unused frequency bands without causing interference to the primary system [16][17]. In this section, the decision fusion system model for cooperative spectrum sensing is introduced.

Spectrum sensing may be seen as a binary hypothesis testing problem as follows:

\[
\begin{align*}
H_1 &: \text{The signal is present} \\
H_0 &: \text{The signal is absent}
\end{align*}
\]  

(1)

The received signal $y(t)$ from time-varying flat-fading channel can be interpreted as a binary hypothesis test as follows:

\[
y(t) = \begin{cases} 
  n(t), & H_0 \\
  h(t)x(t) + n(t), & H_1 
\end{cases}
\]

(2)

where $n(t)$ is an additive white Gaussian noise (AWGN) process with one-sided power spectral density $N_0$ Watt/Hz, $s(t)$ is the transmitted signal, and $h(n)$ is the time-varying fading channel. On the one hand, hypothesis $H_0$ expresses the absence of primary signal so that the received signal $y(t)$ consists of just the AWGN process $n(t)$. On the other hand, hypothesis $H_1$ expresses the existence of primary signal so that $y(t) = h(t)x(t) + n(t)$. Consider a cooperative spectrum sensing system with $K$ secondary users which are assume to be statistically independent. Every cognitive SU terminal performs a local sensing to make a local decision $d_i$, $i = 1, 2, \ldots, K$, where

\[
d_i = \begin{cases} 
  +1 & \text{if } H_1 \text{ is true} \\
  -1 & \text{if } H_0 \text{ is true}
\end{cases}
\]

(3)

The comprehensive decision $d_c$ at the FC is then computed as shown in Fig. 1, where $w$ is a confidence level that is affected by each secondary user. The probability of detection $P_D$ and the probability of false alarm $P_F$ should be known [18], and they can be described as follow:

\[
P_D = P_r(Y > \lambda | H_1)
\]

(4)

\[
P_F = P_r(Y > \lambda | H_0)
\]

(5)
where $\lambda$ is known as threshold value, and $Y$ is the decision metric.

Fig. 1: Fusion center architecture [14].

3. ADAPTIVE WEIGHTS ESTIMATION

The adaptive weights estimation scheme for cooperative spectrum sensing is shown in Fig. 2.

Fig. 2: Adaptive Weights Estimation Process.

To estimate adaptively the SUs weights, the system receives at each time instant $n$ an input vector $u(n)=[u_{1,n} \ldots u_{K,n}]^T$ that represent all SU decisions and a desired response $\hat{d}(n)$. The input vector components of local decisions are weighed by the corresponding adaptive coefficients representing the SUs decisions confidence levels, given by $w(n)=[w_{1,n} \ldots w_{K,n}]^T$. Thus, the output of the adaptive linear combiner $y(n)$ can be expressed as:

$$y(n) = w^T(n)u(n) \quad (6)$$

The updating error is

$$e(n) = \hat{d}(n) - y(n) \quad (7)$$

The reference decision $\hat{d}(n)$ can be obtained by combining the local decisions from the various SUs using the conventional cooperative spectrum sensing technique (AND, OR, Majority) [11]. In this paper, the OR rule is used to generate the reference signal $\hat{d}(n)$ due to its high detection probability and low complexity.

In the following, the weights of the adaptive linear combiner are updated by using several adaptive algorithms.

A. Normalized Least Mean Square (NLMS) Algorithm

The least mean square (LMS) algorithm is an adaptive implementation of the mean square error (MSE) solution [20]. The weights are updated with a correction proportional to the input vector $u(n)$ as follows:

$$w(n + 1) = w(n) + \mu_{LMS} e(n)u(n) \quad (8)$$

where $\mu_{LMS}$ is the LMS step size. The LMS algorithm is sensitive to scaling the input vector and may lead to gradient noise amplification problem. This makes it very hard to guarantee the stability of the algorithm. For this reason, a regularized normalized version of the LMS algorithm is usually employed [21]. This is done by normalizing the step size by the power of the input signal. Thus, the update equation of the normalized least mean square (NLMS) algorithm is given by:

$$w(n + 1) = w(n) + \frac{\mu_{NLMS}}{u^T(n)u(n)} e(n)u(n) \quad (9)$$

where $\mu_{NLMS}$ is the NLMS step size.

B. Kernel Least Mean Square (KLMS) Algorithm

The KLMS is known to perform well in estimating a complex nonlinear mapping in an online manner. Thus, this method can track the changing environments and enhance the reliability of decisions in FC [15][22].

The KLMS is an adaptive kernel-based algorithm introduced in reproducing Kernel Hilbert space (RKHS). The benefit of kernel-based filters in RKHS is the employment of the linear structure of this space to implement well-established linear adaptive algorithms. The kernel-induced mapping is employed to transform the input $u(n)$ into a high-dimensional feature space as $\varphi(u(n))$. The system output of the KLMS is denoted by $w^T(n)\varphi(u(n))$. Therefore, evaluating $w^T(n)$ through stochastic gradient descent may prove as an effective way of nonlinear filtering as LMS does...
for linear problems. Given the feature space \( \varphi(\mathbf{u}(n)) \), the LMS algorithm can be re-written as follows:

\[
\mathbf{w}(0) = 0 \\
\mathbf{e}(n) = \hat{d}(n) - \mathbf{w}^T(n-1)\varphi(\mathbf{u}(n)) \\
\mathbf{w}(n) = \mathbf{w}(n-1) + \mu_{\text{KLMS}}\mathbf{e}(n)\varphi(\mathbf{u}(n))
\]

where \( \mathbf{w}(n) \) is the new estimated weight vector in high-dimensional feature space and \( \mu_{\text{KLMS}} \) is the KLMS step size.

Going through the iterations of (10), the weight update can be expressed as:

\[
\mathbf{w}(n) = \mathbf{w}(n-1) + \mu_{\text{KLMS}}\sum_{j=1}^{n} \mathbf{e}(j)\varphi(\mathbf{u}(j))
\]

The system output to a new input \( \mathbf{u}_* \) can only be expressed as an inner products between transformed inputs as follows:

\[
\mathbf{w}^T(n)\varphi(\mathbf{u}_*) = \mathbf{w}^T(n-1)\varphi(\mathbf{u}_*) + \mu_{\text{KLMS}}\sum_{j=1}^{n} \mathbf{e}(j)\varphi(\mathbf{u}(j))\varphi(\mathbf{u}_*)
\]

By kernel trick filter output valuation, the filter output can be written as:

\[
\mathbf{w}^T(n)\varphi(\mathbf{u}_*) = \mu_{\text{KLMS}}\sum_{j=1}^{n} \mathbf{e}(j)\kappa(\mathbf{u}(j), \mathbf{u}_*)
\]

Thus, the KLMS filter can be implemented sequentially as follows:

\[
y(n) = \mathbf{w}^T(n)\varphi(\mathbf{u}(n)) \\
= \mu_{\text{KLMS}}\sum_{j=1}^{n} \mathbf{e}(j)\kappa(\mathbf{u}(j), \mathbf{u}(j))
\]

where \( \kappa(\mathbf{u}(j), \mathbf{u}(j)) \) is the Gaussian kernel:

\[
\kappa(\mathbf{u}(j), \mathbf{u}(j)) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{||\mathbf{u}(j) - \mathbf{u}(j)||^2}{2\sigma^2} \right)
\]

with \( \sigma \) is the kernel size.

C. Affine Projection Algorithm (APA)

APA can be considered as a generalization of the NLMS. In fact, while the NLMS update the adaptive weights by using the current input vector, APA updates the adaptive weights by using the current input vector and the late \( L - 1 \) delayed input vectors \( \mathbf{u}(n), \mathbf{u}(n-1), ..., \mathbf{u}(n-L+1) \) [23][24][25]. To this end, let use define the following input matrix \( \mathbf{U}(n) \), decision vector \( \mathbf{d}(n) \) and error vector:

\[
\mathbf{U}^T(n) = [\mathbf{u}(n) \mathbf{u}(n-1) ... \mathbf{u}(n-L+1)]\]

\[
\mathbf{d}(n) = [\hat{d}(n) \hat{d}(n-1) ... \hat{d}(n-L+1)]^T
\]

\[
\mathbf{e}(n) = \mathbf{d}(n) - \mathbf{U}(n)\mathbf{w}(n)
\]

Then, the weights of the APA can be updated as follows:

\[
\mathbf{w}(n+1) = \mathbf{w}(n) + \mu_{\text{APA}}\mathbf{U}^T(n)(\mathbf{U}(n)\mathbf{U}^T(n))^{-1}\mathbf{e}(n)
\]

where \( \mu_{\text{APA}} \) is the APA step size. It should be noted that the APA can approximate the RLS algorithm when the block size \( L \) approaches the length of the filter.

D. Recursive Least Squares (RLS) algorithm

The recursive least square (RLS) algorithm is obtained by minimizing the weighted least square error cost function [26][27]:

\[
J_w(n) = \sum_{i=0}^{n} \lambda^{n-i}e^2(n)
\]

where \( 0 < \lambda < 1 \) is the exponential forgetting factor which helps provide a tradeoff between the algorithm tracking capability and steady state performance. If no forgetting factor is needed, we choose \( \lambda = 1 \).

The RLS algorithm results after minimizing the cost function in (19), i.e. solving the following equation:

\[
\nabla_w J_w(n)|w=w_n = 0
\]

The RLS algorithm operates in three steps at each recursion:

\[
k(n+1) = \frac{\mathbf{p}(n)\mathbf{u}(n+1)}{\lambda + \mathbf{u}^T(n+1)\mathbf{p}(n)\mathbf{u}(n+1)}
\]

\[
\mathbf{w}(n+1) = \mathbf{w}(n) + k(n+1)(\hat{d}(n+1) - \mathbf{w}^T(n)\mathbf{u}(n+1))
\]

\[
\mathbf{p}(n+1) = \lambda^{-1}(\mathbf{p}(n) - k(n+1)\mathbf{u}^T(n+1)\mathbf{p}(n))
\]

with initial value \( \mathbf{p}(0) = \delta \mathbf{I} \), where \( \delta \) is a small positive constant and \( \mathbf{I} \) is the identity matrix.
4. SIMULATION RESULTS

A centralized wireless network with \( K \) secondary cognitive radio users were considered. The network performance is measured in terms of mean square error (MSE), probability of detection \((Q_d)\), probability of false alarm \((Q_f)\), and receiver operating characteristic (ROC). Different parameters are considered such as signal-to-noise ratio (SNR), \( L \) in APA, convergence speed and computational complexity. Spectrum sensor is implemented using energy detection, where all decisions thresholds are matched to each SU. The learning curves for the proposed APA algorithm is demonstrated and compared with other adaptive algorithms such as LMS, NLMS, KLMS and RLS. This test is based on Monte Carlo simulations.

The computational complexity of the various adaptive algorithms is shown in Table 1. It is clear that the RLS has the highest computational complexity and the LMS has the lowest complexity, while the APA has the moderate complexity that varies with \( L \).

Table 1: Computational complexity of various algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Computational Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>( O(K) )</td>
</tr>
<tr>
<td>KLMS</td>
<td>( O(nK) )</td>
</tr>
<tr>
<td>APA</td>
<td>( O(KL^2) )</td>
</tr>
<tr>
<td>RLS</td>
<td>( O(K^2) )</td>
</tr>
</tbody>
</table>

To estimate the efficiency and reliability, we need to figure out the probability of detection and probability of false alarm \( Q_d, Q_f \). Fig. 5, demonstrated the performance of the proposed APA algorithm as compared with other algorithms. We consider three decision fusion rules (OR, AND, MAGERITY rules), and adaptive filters algorithms (LMS, NLMS, KLMS, RLS). According to Fig. 5, the proposed APA is performing better than LMS, NLMS, and KLMS algorithms. Also, it provides a trade-off between detection performance and computational complexity when compared with the RLS.

Fig. 6 shows the probability of false alarm with different SNR for different decision fusion scheme and adaptive filters that have been mentioned. On can notice that the proposed APA algorithm and the RLS result in less \( Q_f \) than the other technique especially at low SNR. Thus we suggest using the proposed APA at low SNR.
The receiver operating characteristic (ROC) curve is created by plotting the probability of detection ($Q_d$) against the probability of false alarm ($Q_f$) at various threshold settings. As shown in Fig. 7, different fusion rules and adaptive algorithms are considered. It is clear that the proposed APA algorithm has better performance than LMS, NLMS, and KLMS and the other fusion rules.

5. CONCLUSION

In this paper, the affine projection algorithm (APA) is suggested for cooperative spectrum sensing in cognitive radio networks. This algorithm is a generalization for the NLMS algorithm to $L-1$ delayed input signal vectors. It was shown through simulation results that the suggested method can considerably enhance the reliability of decisions in the FC over the existing KLMS-based technique. Indeed, it provides faster convergence speed and less steady state mean square error than the LMS, KLMS, and NLMS. Also, it provides a trade-off between detection performance and computational complexity when compared with the RLS.
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